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ABSTRACT

Classical programmatic risk analysis focuses exclusively on budget and schedule. Yet, in
the development of a critical system, the reliability also matters. The purpose of this
dissertation is to develop a qualitative approach to tradeoff technical and management risks
in interdependent projects within a program. Technical risks concemn engineering failures.
Management risks refer to schedule and budget overruns.

This research develops a probabilistic program risk management (PPRM) model involving
a sequence of three optimization steps. The first step optimizes feasible technical design
alternatives over the range of potential budgets to minimize each alternative's probability of
technical failure. The second step considers the potential management risks associated with
each design altemative and optimizes the risk mitigation strategy as a function of the budget
reserve. The third step determines the optimal technical design alternative and budget
reserves based on the lowest overall expected failure costs (or maximization of another
utility function) considering both technical and management failures.

The presentation of the PPRM model is structured around a set of assumptions regarding
problem detection, partial failures, and project dependencies. First, the model analyzes, for
one project, the optimal selection of the design configuration, the choice of components,
and the optimal reserve level. Second, the model considers the same decisions in
conjunction with the optimal level of testing and reviews (“warning systems”). Third, the
model considers the same decisions for one project, but includes partial failures. Finally,
the model examines the management of one project when the outcome of this project affects
other projects in the program. To check the effect of the budget constraint on the overall
failure risk, we compute the shadow “risk cost” of the budget constraint, which is the
variation of the failure risk of a project when the project resources vary by one unit.
Illustrations of the model are based on a hypothetical case from NASA’s unmanned space
missions, which provides rich examples of dependent projects involving limited resources
and multiple tradeoffs within programs.

The contribution of this dissertation is an analytical framework for (1) quantifying program
risks (technical failures and management failures) to support management decisions about
system design and financial reserves as a function of the budget, (2) explicitly comparing
and trading off technical and management risks, and (3) modeling the effects of
dependencies among projects in a program.

iv

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionya\w.manaraa.com



ACKNOWLEDGMENTS

I am very grateful to my advisor, Elisabeth Paté-Comnell, for her direction, support, and
friendship throughout my years at Stanford. I came to Stanford to work with her, and I
never regretted that decision. Without her help, none of this would have been possible.

I would like to thank the rest of my dissertation committee, Margaret Brandeau and Martin
Fischer, for always finding some time for me. I would like to thank Maria Bharwada for
her generous help, support, and supplies. I would also like to thank the people at the Jet
Propulsion Laboratory for a challenging problem and several years of research support.

Finally, I would like to thank my family and friends for their endless support and
encouragement. I needed a great deal of both through the years.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyz\w\w.manaraa.com



TABLE OF CONTENTS

CHAPTER 1: INrOQUCHON. ... euvetteninseeraeeenneriieeseresteaireeetastesietsasnnaasasannes 1
1.1 ReSearch MOUVAHON ......ouvererenenenteeieiniaieernnraaasetaerestisiiieteiisiansaes 1

1.2 Problem Statement and Research Objective..........ccooeiiiiiiiiiiiiiiin. 4

1.3 Organization of the DiSSErtation ........cc.oviiiniiiiimmiiiniiieri e 9
CHAPTER 2: Background and Related Research...........ooooviiiiiiiiiiiiininian 11
2.1 Project Management. ... .. ..uerrveneennnieinmmenmnriiannienessteiistatinini 11

2.1.1 Empirical Studies of Projects..........ccoooiiiiiiiiiiiinin.n. 12

2.1.2 Project Management TOOIS..........oiviiiiiiiiiiiiniiiiiiiiean 15

2.2 Analytical Modeling Tools for SyStems ..........cooooiiiiiiciiiiiiiiean 19

2.2.1 Decision AnalysiS......ocovverieereinuiiniiniiiiiiiaaa 19

2.2.2 Probabilistic Risk AnalysiS.......cooviiiiuiiiiiiiiiiiiinan 21

2.3 Mars Exploration PrOgram .........ccoeeeuiiiniiieiiiiniiiie e 22

CHAPTER 3: Probabilistic Program Risk Management (PPRM) Model,

Case 1- ONE PIOJECE ....venninninniiniiiieiie ittt 26
3.1 Introduction to the PPRM Model.......ccooimiiiiiiiiiiiiiiiieens 26
3.2 PPRM Model Description for Case 1......ccoemviiiiiiiiiiiiiiii 28
3.3 Ilustration of the Model for Case 1......ccovveiiiiiiiiiiiiniiiiiiiia. 34
3.4 Summary for Case L......oocovimiimmrieniiiiiiiii 46

CHAPTER 4: Case 2- Single Project, Warning System Required for

Problem DeteCtHON . .. vuvvvvereneeeeeeneinietiaieiarieissseeesesitsncisinsnans 47

4.1 Introduction to the PPRM Model with a Choice of a Warning System......... 47

4.2 Model Revisions to Include a Choice of Warning System .................eeeee 48

4.3 Tlustration of the Model for Case 2.......ooviiiiiiiiiiiiiiiiiiiiianiiiieeens 51

4.4 Summary fOr Case 2......ccuviuirniemureeniuiiniiiiiiiiiee i 64
vi

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyannwy.manaraa.com



CHAPTER §: Case 3- Single Project with Partial Failures ................cooiiiiiiiinee 65

5.1 Introduction to the PPRM Model with Partial Failures ................cccooeee. 65
5.2 Model Revisions to Include Partial Failures............c.ocoooieiiiini.. 65
5.3 Mlustration of the Model for Case 3.....ooviiniiiiniiiiiiiiiiiiiiiiiiiieaens 68
5.4 Summary for Case 3.......ccviiuiiiniiniiiiiiie e 80
CHAPTER 6: Case 4- Dependent Projects in a Program..............coooiiiiniinenne. 81
6.1 Introduction to the PPRM Model for Dependent Projects in a Program........ 81
6.2 Program Model DesCTiptions. .. ....ovvuveurunreniiuiiiimniiiiiaineie e 82
6.3 Illustration of PPRM Model for a Program of Two Projects...........c......... 83
6.4 Summary for Case 4 .......coouiiuiiniuiinmiienneneiiiiiiiiiii et 95
CHAPTER 7: Recommendations, Conclusions and Future Research....................... 96
7.1 Research SUMMArY......cocviiniiiiiiniiniaiiiiieareeteciiiti i tiiantaneasatenne 96

7.2 Conclusions and Recommendations for Structuring and
Managing Programs of Projects........coouevieiiiiiiiiiine 98
7.3 Limitatons and Future Research Directions...........cocoeeeiiiiiiiiiin.. 100
1232033 2058 51\ (0 23 SO R TR 102

vii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyz\w\w.manaraa.com



LIST OF TABLES

Table 3.1 Case 1: Probability of Failure Modes, Configuration 1.............c.o.eeee 36
Table 3.2 Case 1: Effects of Investment on Reinforcement of Configuration 1....... 37
Table 3.3 Case 1: Probability of Failure Modes, Configuration 2............cccveuvees 39
Table 3.4 Case 1: Effects of Investment on Reinforcement of Configuration2...... 39
Table 3.5 Case 1: Management Risk Data for Configuration 1...............ccooiini. 41
Table 3.6 Case 1: Management Risk Data for Configuration 2................coooeieees 42
Table 3.7 Case 1: Design Alternatives for Configuration 1...............cooceiiiiinne. 44
Table 3.8 Case 1: Design Alternatives for Configuration 2.............coovinvinniinen. 45
Table 3.9 Case 1: Shadow Cost of Budget Constraint.........c.ooeiviieiiniiiniannen. 46
Table 4.1 Case 2: Design Alternatives for Configuration 1, WS ... 52
Table 4.2 Case 2: Design Alternatives for Configuration 2, WS,.............cooieen. 52
Table 4.3 Case 2: Probability of Failure Modes Given No Undetected Problems,
Configuration 1, WS, ...t 54
Table 4.4 Case 2: Probability of Failure Modes Given Undetected Problems,
Configuration 1, WS, ....coiiiiiiiiiiiiiic s 54
Table 4.5 Case 2: Probability of Undetected Problems, Configuration 1, WS,....... 54
Table 4.6 Case 2: Effects of Investment on Reinforcement of
Configuration 1, WS, ...oiiiiiiiiiiii e, 55
Table 4.7 Case 2: Probability of Failure Modes Given No Undetected Problems,
Configuration 2, WS, ....ooiiiiiiiiiiiiiiii e 57
Table 4.8 Case 2: Probability of Failure Modes Given Undetected Problems,
Configuration 2, WS, ..c.ooiiiiiiiiiiiiiiiiiec e 57

Table 4.9 Case 2: Probability of Undetected Problems, Configuration 2, WS.,....... 58
Table 4.10 Case 2: Effects of Investment on Reinforcement of

Configuration 2, WS,......coiniiiiiiiiiiiiii e, 58
Table 4.11  Case 2: Management Risk Data for Configuration 1, WS, .................. 60
Table 4.12  Case 2: Management Risk Data for Configuration 2, WS, .................. 61
Table 413  Case 2: Design Alternatives for Configuration 1, WS,.......cceveveruernnn 63
Table 4.14  Case 2: Design Alternatives for Configuration 2, WS,..........ccoeeennnnnes 63

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyannwy.manaraa.com



Table 5.1 Case 3: Probability of Failure Modes, Configuration 1, WS,............... 70

Table 5.2 Case 3: Effects of Investment on Reinforcement of

Configuration 1, WS, ...oooiiiiiiiiiiii e 71
Table 5.3 Case 3: Management Risk Data for Configuration 1, WS, .................. 76
Table 5.4 Case 3: Management Risk Data for Configuration 2, WS, .................. 77
Table 5.5 Case 3: Design Alternatives for Configuration 1, WS,....................... 79
Table 5.6 Case 3: Design Alternatives for Configuration 2, WS,....................... 79
Table 6.1 Case 4: Probability of Failure Modes, Project 2, Configuration 1.......... 85
Table 6.2 Case 4: Effects of Investment on Reinforcement of Project 2,

Configuration 1.........coiiiiiiiiiiiiiiiiiiiiii e 85
Table 6.3 Case 4: Probability of Failure Modes, Project 2, Configuration 2.......... 87
Table 6.4 Case 4: Effects of Investment on Reinforcement of Project 2,

ConfigUration 2.........ccveiiiiiiiiiiiiiiiiieiiee e 87
Table 6.5 Case 4: Management Risk Data for Project 2 (Assuming No Failure

N PrOJECE 1) .. iniiiiieit i e 89
Table 6.6 Case 4: Optimal Technical Design Alternatives for Project 2

Conditional on the Outcome State of Project 1 .............coooeiiiiit. 91

Table 6.7 Case 4: Design Alternatives for Project 1, Configuration 1, WS, with

Additional Program Penalties.............cciiiiiiiiiiiiiiiinnnnne. 92
Table 6.8 Case 4: Design Alternatives for Project 1, Configuration 2, WS, with
Additional Program Penalties........cccoooveviiiininiiiii 93
Table 6.9 Design Alternatives for Project 1, Configuration 1, WS, with Large
Program Penalties for Technical Failure..................c.ooiine. 94
Table 6.10  Design Alternatives for Project 1, Configuration 2, WS, with Large
Program Penalties for Technical Failure...............c.ooiiie, 94
ix

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyannwy.manaraa.com



Figure 1.1
Figure 1.2

Figure 3.1
Figure 3.2
Figure 3.3
Figure 3.4
Figure 3.5
Figure 3.6
Figure 3.7
Figure 3.8
Figure 3.9
Figure 3.10
Figure 3.11
Figure 3.12
Figure 3.13

Figure 4.1

Figure 4.2
Figure 4.3
Figure 4.4
Figure 4.5

Figure 5.1
Figure 5.2
Figure 5.3
Figure 5.4
Figure 5.5

Figure 5.6

LIST OF FIGURES

Risk Elements for a Project........c.ooeveveiiiiiiniiiiiiiiiiicieeeinenens 5
Cases for the PPRM Model........ooooiiiiiiiiiiiiiiencniens 7
Risk Components and PPRM Steps.......ccooviiiiiiiiiiiiii. 26
Case 1: Budget Allocation Between Development and Reserves............ 27
One Possible Functional Configuration (FIG,)...........ccooiiiiiiiiiiiiins 29
Lowest Cost Alternative for Configuration z (AFIG, ;) .....oooeveennnnnns 30
Example Decision Tree......coooveiiiniiiiiiiiiiii s 32
Summary of Optimization Algorithm............cocoiiiiiiiiiiiiiiiin, 34
Case 1: Spacecraft Functional Block Diagram............c.cocooviiiiiainns 34
Case 1: Single-string design, z=1.....cocooiiiiin 35
Case 1: Spacecraft with Redundant Communications System,z=2....... 35
Case 1: Various Investment Levels for Configuration 1 .............c.c.oeet 38
Case 1: Various Investment Levels for Configuration 2 ............c....oeue 40
Case 1: Portion of the Decision Tree for Configuration 1.................... 42

Case 1: Probability of Management Failure as a Function of the Reserve
Allocation for Configurations 1and 2..........ooeiiiiiiiiiiiinnn, 43

Case 2: Budget Allocation Between Development, Warning System, and

TS L T 48
Case 2: Various Investment Levels for Configuration 1, WS,.............. 56
Case 2: Various Investment Levels for Configuration 2, WS, ............. 59
Case 2: Portion of the Decision Tree for Configuration 1, WS, ............ 61
Case 2: Probability of Management Failure as a Function of the Reserve

Allocation for Configurations 1 and 2, WS,........ccoooieiiiiiinnies 62
Case 3: Example Decision Tree with Partial Management Failures......... 67
Possible Outcome States Including Partial Failures................c.coeent 68
Case 3: Instrument Package ........ccocovininiiiiiiiiiiiin 70
Case 3: Various Investment Levels for Configuration 1, WS, .............. 72
Case 3: Probability of Failure States for Various Investment Levels for

Configuration 1, WS, ... 73
Case 3: Various Investment Levels for Configuration 2, WS, .............. 74

X

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyannwy.manaraa.com



Figure 5.7 Case 3: Probability of Failure States for Various Investment Levels for
Configuration 2, WS, ..ot 75
Figure 5.8 Case 3: Probability of Management and Partial Management Failure
as a Function of the Reserve Allocation for
Configurations 1 and 2, WS, ........coeiiiiiiiiii, 78

Figure 6.1 Case 4: Management Decisions for Dependent Projects in a Program..... 81

Figure 6.2  Case 4: Project 2 Spacecraft Functional Block Diagram ..................... 83
Figure 6.3 Case 4: Project 2, Single-string design, z=1.........ccooiiiiiiininiinns 83
Figure 64  Case 4: Project 2, Spacecraft with Redundant Communications

SYSIEM, Z= 2 uuiiuiiiiiniianneree ittt ee st 83
Figure 6.5 Case 4: Various Investment Levels for Project 2, Configuration 1......... 86
Figure 6.6  Case 4: Various Investment Levels for Project 2, Configuration 2.......... 88
Figure 6.7 Case 4: Probability of Management Failure for Project 2 as a Function

of the Reserve Allocation and the Failure Scenario of Project 1...... 90

xi

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyannwy.manaraa.com



CHAPTER 1

Introduction

1.1 Research Motivation

Many complex engineering programs have experienced substantial budget or schedule
overruns in the development phase, or catastrophic failures in the operational phase. In
some cases, the problems arise from a large number of interdependent components that
must all come together in a final project. Also, in many cases, problems occur because the
project development team is tightly constrained for resources and must make difficult
tradeoffs among the competing risk elements (cost, schedule, and technical performance).
Two of many possible examples include the space shuttle Challenger project and the
development of the international space station. In the case of the Challenger, a technical
failure resulted in the loss of human life. In the case of the space station, management
failures have resulted in long delays and cost overruns, and future technical failures could
result in loss of life. The key issue in developing these complex programs is to
appropriately manage the available development resources to minimize the probability of
technical failure as well as cost and schedule overruns. This dissertation provides a

modeling framework to support these management decisions.

On January 28, 1986, the space shuttle Challenger exploded seconds into its flight, killing
all six astronauts on-board. Following the accident, the history of the NASA shuttle
program was scrutinized by many independent review boards. The cause of the accident,
the failure of the solid rocket booster joint, was determined to be the result of a faulty
design. The reviews also showed that some engineers knew of this inadequate design
since 1977 [Pinkus, et al., 1997], and some recommended against launch in the extremely
low temperatures predicted for that day. Many studies have highlighted reasons for the
poor decision to launch, including poor communications among the engineers and the
decision makers as well as a success-oriented management philosophy. Pinkus, et al.
[1997], however, concludes, “The disaster...was not a single event. Rather, the decision
by Congress to fund the space shuttle program at a ‘cut-rate’ price and the acceptance by
NASA to proceed with plans to build the shuttle set the stage for individual engineers
continually to struggle to balance safety, cost, and timing.”

The development of the international space station (ISS) includes ten major modules,
requires significant technology development, and needs the cooperation of sixteen
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countries. In 1994, NASA claimed that the ISS could be completed for $2.1 billion per
year (total cost: $17.4 billion). Many managers at NASA hoped that Russian technology in
the ISS Program would accelerate the assembly timetable and minimize substantial
development costs in the areas of propulsion and navigation. A NASA review board
evaluated the situation differently: “NASA’s cost and schedule plans have been optimistic
from the beginning of the Program and continue to be so today. Budget and reserve levels
have been, and continue to be, inadequate for a program of this size, complexity, and
development uncertainty despitt NASA’s past contentions that the total funding level is
adequate. It could alternatively be stated that the Program has more content than it has
funds available to achieve...The Program should plan for the development schedule to
extend an additional two years with additional funding requirements of between $130
million and $250 million annually...This level of funding and schedule extension results in
a total assessed cost of approximately $24.7 billion from the 1994 ISS redesign through
ISS Assembly Complete” [NASA Advisory Council, 1998].

Despite the complexity and risks associated with major programs, organizations
increasingly have adopted a *“faster-better-cheaper” (FBC) mode of management, in which
both schedules and budgets are strictly set. When these programs include the development
of new technology, the risks are even greater because of the difficulties in achieving
technological breakthroughs within tight budget and schedule constraints. Managing
programs successfully in this environment depends on the manager's understanding of
cost, schedule, and performance uncertainties, as well as major risks affecting the overall
program. Quantitative risk estimates of the competing elements (cost, schedule, and
technical performance) are useful in supporting management decisions because the
estimates allow the managers to explicitly examine the risk tradeoffs.

Currently, risk modeling tools focus on quantifying either the technical risk or the
management (cost or schedule) risk. Probabilistic risk analysis (PRA) has been used
successfully in evaluating the technical risks in specific projects, (i.e., for the NASA
Cassini mission, the risk of radiological exposure from a catastrophic accident).
Traditionally, this approach is used to support design decisions to minimize the probability
of a technical failure of the system. Attempts have been made to include uncertainty when
examining the risks of cost escalation or schedule slippage for a project [Williams, 1995].
These risk analysis tools while beneficial, are too often used in isolation. Suppose that the
project team completes a risk analysis of the cost of the project and determines that there is
only a probability of 0.5 of meeting the budget constraint. This result does not indicate that
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the project will overrun its budget, but that there exists a non-zero probability that actions
will need to be taken to reduce the cost. These actions may have schedule or performance
implications. Since it is a difficult task to simultaneously balance project cost, schedule,
and performance, and the dependencies among the project risks, managers who face these
problems can benefit from an integrated probabilistic risk analysis approach.

Some risk analysis techniques have been previously proposed to integrate cost, schedule,
and performance risk [Kidd, 1987 and Weist, 1985]. These methods, however, are only
useful for analyzing potential project outcomes, primarily cost or duration, (i.e., if
problems @ and b occur, what would the project's expected life-cycle cost or expected
development duration). Performance is defined in terms of a measurable outcome unit
(e.g., quantity of items produced). It is not the probability of failure. Also, because the
methods are based on a Program Evaluation and Review Technique (PERT) activity
network, quantifying the cost, schedule, and contribution to performance for each activity
in the network becomes quantitatively cumbersome and car require somewhat unrealistic
estimates of performance or quality. For this reason, a model that includes both technical
and management risks for programs of projects can be an important contribution.

To examine program risk management, one could use an empirical approach, studying a
sample of organizations and examining how, in the past, programs have been successfully
managed [Jaselskis and Ashley, 1991, and RAND, 1988]. These empirical models use
databases of projects and apply regression models to correlate descriptive factors with the
likelihood of project success. For example, a RAND [1988] study used project
characteristics such as type of project, project location, and project ownership to predict
cost growth and schedule slippage. Most complex engineering programs, however,
involve unique systems. Thus, statistical relationships of significant project characteristics
based on past experience may only be partially relevant.

This dissertation develops an analytical model, the Probabilistic Program Risk Management
(PPRM) model, for improving program and project management decision making
processes. The PPRM model supports management decisions by quantifying: (1) the
tradeoffs among the technical and management risks, (2) a decision maker’s preference
function for project outcomes that includes both managerial and technical success, and (3)
the effects of dependencies among projects in a program. The PPRM model is intended to
improve both the design process for the physical system and the management of the budget
reserves.
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1.2 Problem Statement and Research Objective

The purpose of this dissertation is to develop an approach for quantifying both technical
and management risks in projects and across programs in order to manage the tradeoffs
between the risks. As defined here, a project is a complex effort that begins and ends with
a well-defined objective, schedule, and budget, while a program is a long-term undertaking
that is made up of several, dependent projects, working toward a common, broader set of
objectives.

Engineering risks are those factors that can lead to technical failure. Technical failures
generally occur during operations when the project does not perform its functions. The
primary cause of technical failures are flaws that were introduced during the design and
development phase of the project and were not detected prior to operations. Human and
organizational factors often contribute to system failures. For example, in the Lewis
spacecraft which was lost three days after launch in 1997, the attitude control system failed
to operate properly and caused the spacecraft to rotate to an incorrect alignment with the
sun. This error was compounded by a project team that was not adequately monitoring the
spacecraft during the initial mission phase. The team did not detect the incorrect alignment
of the solar arrays until the batteries had depleted, and the mission was lost.

Management risks focus on factors that affect the schedule and the budget of a project.
Many projects have “failed” (i.e., were canceled) because large cost or schedule overruns
caused either problems in the program management or in the way the constraints were set
[RAND, 1988]. Failures of this type are considered management failures.

For the complex engineering systems examined in this dissertation, the problem is to
consider simultaneously both the management and technical risks and the tradeoffs that
exist between them. For example, if the development team “cuts corners” on costs by
procuring cheaper parts, these choices may increase the probability of technical failure for
the system. Similarly, if the team decides to reduce the schedule duration and chooses to
eliminate either some reviews or some tests, these actions could also increase the
probability of system failure. The challenge for managers is to consider all risk factors and
understand which tradeoffs among the different risk components are acceptable for the
program. Figure 1.1 shows the risk elements for a single project in a hierarchy. For a
program, the risk elements include the technical and management failure risks for each
project. In this dissertation, the failure risks are simply measured by the expected value of
the failure cost, independently from the mission value. Current research to develop a
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measure for the value of a mission is beyond the scope of this dissertation [Reiter, et. al.,
1999].

PROJECT
UTILITY
|
l |
PROJECT VALUE OF
RISK MISSION
TECHNICAL MANAGEMENT
RISK RISK
I [
SCHEDULE COST
RISK RISK

Figure 1.1- Risk Elements for a Project

Managers affect the success or failure of a program or project through their decisions, and
the PPRM model supports these management decisions. Each project is successful if it
meets its specified objectives, and successful projects contribute to the achievement of
program objectives. Some of the success-critical decisions for a project include:

e What fraction of the budget should be allocated to reserves? Reserves refer to the
resources held separately for the express purpose of accommodating mistakes and
oversights and resolving development problems.

e How to spend the project development budget to maximize technical reliability?
This includes: what fraction to allocate to risk analysis and what fraction to
allocate to testing and reviews?

e How much of a project's schedule should be held in reserve to cover potential
project delays?
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e How to spend the reserves to maximize technical reliability and minimize the
potential for management failures?

The PPRM model provides decision support to the project manager in answering these
questions. It is structured into three sequential optimization steps:
STEP 1: Develop and optimize all feasible technical design alternatives over
the range of potential project development budgets to minimize each
alternative's probability of technical failure.

STEP 2: For each technical design alternative, optimize the strategy to
reduce management risks over the range of potential reserve budgets, where
the strategy is determined by:

- the potential management problems that could occur for each technical
design alternative, and

- potential mitigation actions for each management problem.

STEP 3: Determine the optimal technical design alternative and budget
reserve based on the lowest overall expected failure cost given the optimal
management risk strategies for that design.

The implementation of this optimization algorithm is examined for a series of cases. Figure
1.2 shows the different cases considered in this dissertation. In Case 1, a fixed project
budget is optimally allocated between the project development budget and the reserves with
a portion of the development budget required for risk analysis. These allocation decisions
directly affect the probabilities of different types of failure for the mission. For example,
allocating more money to the development budget (and less to reserves), may increase the
technical reliability of the mission. Failure to maintain sufficient reserves, however, could
critically affect the project should unforeseen problems occur. In Case 1, the assumption is
made that as soon as problems occur during development, they are detected. Therefore, the
resources needed for testing and reviews are implicit in the development costs.
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Figure 1.2- Cases for the PPRM Model

In Case 2, the assumption of problem detection is relaxed and warning systems are
required to detect problems during development. The amount of project budget allocated to
reviews and testing affects the chances that development problems are detected and
corrected, and therefore influences the probabilities of technical and management failures.

Case 3 expands Case 2 by including partial project failures. If problems occur in a
component requiring technology development, this component can sometimes be
"descoped,” thus resulting in partial project management failure. Also, depending on the
configuration of the system, a portion of the project can fail without total loss of the
mission. This result is classified as a partial technical failure.
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In Case 4, a program of two projects is analyzed. In programs, the results of earlier
projects can influence the development and success of subsequent projects. Case 4
examines the optimal allocation of project 1 resources while considering the impact of the
possible outcomes of project 1 on project 2. For example, a potentially risky technical
design alternative may be acceptable as an independent project. If, however, a future
project is relying on a successful outcome for that project, then a more robust design may
be preferable. The ability to shift resource among projects is not considered here and is part
of potential future work.

The illustrations presented in this dissertation are based on NASA’s unmanned space
program. In an attempt to reduce the complexity of a project, and therefore, the risks
associated with it, NASA has adopted a faster-better-cheaper mode of management for its
unmanned space missions. Current projects have reduced scopes (compared to previous
projects) and are developed in three-year time frames for approximately two hundred
million dollars. The focus is on more numerous and smaller spacecraft that remove the risk
of losing one big “flagship” project (i.e., don’t put all the "eggs in one basket"). The
NASA unmanned space program provides rich examples of projects involving limited
resources and many tradeoffs within programs. The illustrations in this dissertation are
designed to demonstrate the applicability and practicality of this research.

For any analysis, the benefits must exceed the costs. The PPRM model as described in this
dissertation uses a technical probabilistic risk analysis (PRA) model and additional analysis
of the potential management risks. Project managers need to consider the best technical
design alternative that could be developed without the PPRM model and compare this
design to the computed optimal. The PPRM model has value for the project if the savings
in the expected failure costs of the optimal technical design alternative are greater than the
cost of the analysis.

In conclusion, the problems faced by complex development programs are not new. In
reference to the Polaris Fleet Ballistic Missile Program of the 1950’s, Sapolsky [1972]
wrote: “The greatest uncertainty in the project becomes the political uncertainty over its own
future. To both the observer and participant, the research and development issue looks
inefficient; there are likely to be cost overruns because of underbidding, schedule delays
because of irregular funding, and inadequate technical performance because of a failure to
gain a concentrated effort.” While the problem may not be new, the approach to modeling
and analyzing complex development programs described in this dissertation, however, is
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new. The PPRM model explicitly quantifies both the management and technical risks and
the tradeoffs between them for a project while evaluating the potential impact of that project
on a program.

1.3 Organization of the Dissertation

The remainder of this dissertation is organized as follows. Chapter 2 provides an
introduction to the literature that is related to the problem and research described in this
dissertation. The literature survey focuses on three areas: the current state of the art in
project and program management, systems analysis tools relevant to the research approach,
and an example of program management. In reviewing project management research, both
empirical studies of past projects and the analytical tools of project management are
examined. The systems analysis tools necessary for this research are decision analysis and
probabilistic risk analysis. The program management example is NASA's Mars
Exploration Program. This program is the basis for illustrative examples for the research
model described in this dissertation and demonstrates some of the risks facing real
programs.

Chapter 3 describes the framework for the PPRM model and examines the simplest case,
Case 1. Case 1 includes only one project, and problems are immediately detected when
they occur (testing and reviews are implicit in the development phase, and there are no
undetected problems in the system). The outputs of the PPRM model for Case 1 are (1) the
recommended functional design configuration and choice of components, and (2) the
development budget and corresponding reserve budget.

Chapter 4 describes the use of the PPRM model in determining the appropriate level of
"warning system" (reviews and testing). In Case 2, problems are not automatically
detected, and a warning system while helpful is imperfect in detecting problems.
Allocating more resources to the warning system increases the detection capability. These
resources, however, are then not available for project development or for reserves. The
outputs of the PPRM model for Case 2 are (1) the recommended functional design
configuration and components, (2) the development budget and corresponding reserve
budget, and (3) the recommended choice of warning system (level of testing and frequency
and depth of reviews).
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Chapter 5 describes the expanded PPRM model where the project in addition to requiring
some level of warning system for detecting problems, can also fail partially. A partial
rmanagement failure occurs when the managers decide to reduce the scope of the mission in
order to remain within the cost and schedule allocations ("'descope"). The potential for a
descope is often associated with the development of new technology. A partial technical
failure occurs if the project completes only a portion of its mission (e.g., only one of three
instruments functions properly). The outputs of the PPRM model are the same as for Case
2, except that the recommendations in addition include the effects of partial failures.

Chapter 6 describes Case 4, the management of a project within a program. The
management of the first project must consider the effects of potential project problems and
management actions on future projects. The modeling approach first considers the impact
of a failure of project 1 in the optimization of project 2. The additional costs to project 2
that result from a failure in project 1 are then included in the optimization process for
project 1. The outputs of the PPRM model for Case 4 are (1) the recommended functional
design configuration and components for both projects, and (2) the development budget
and corresponding reserve budget for each project.

The dissertation concludes with Chapter 7 which summarizes key contributions of this
research, discusses some of its limitations, and suggests possible areas of future research.

Chapter 7 also describes general recommendations for managing projects and programs and
the benefits of using the PPRM model.

10
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CHAPTER 2
Background and Related Research

The following sections introduce the major background topics relevant to this research.
The first section describes the project management discipline, several empirical studies
performed on databases of major projects, and the classical tools of project management.
The second section discusses analytical modeling tools for analyzing systems, focusing
specifically on the methods of decision and risk analysis. The third section briefly
discusses NASA's Mars Exploration Program. This program is the basis for illustrative
examples of the modeling approach described in this dissertation.

2.1 Project Management

Project management as a discipline formally started in the 1950s in part because of the need
to develop and implement a philosophy for the management of new, complex military
systems. The Project Management Institute defines project management as the art of
directing and coordinating human and material resources throughout the life of a project
using modern management techniques to achieve predetermined objectives of scope, cost,
time, quality, and participant satisfaction [Cleland, 1994]. One of the first project
management offices ever formed was the Special Projects Office for the Polaris Fleet
Ballistic Missile program in 1955. This office was responsible for the development of the
PERT method. By the early 1970s, professional societies for project managers had been
established in Europe and the US. Since then there have been thousands of articles written
on project management with recommendations for managing projects effectively [see, for
example, Morris, 1986].

Project management articles focus primarily on the effective planning, control, and
leadership of projects and programs. Two major categories of topics exist: (1) empirical
studies that examine past projects to identify statistical relationships between project
characteristics and the likelihood of project success, and (2) the development of analytical
tools to assist in the management of projects.

Section 2.1.1 describes two major studies from the construction industry that examine
databases of past projects to identify characteristics of projects that contribute either
positively or negatively to the likelihood of project success. This description is intended

11
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only to demonstrate the empirical approach to examining project management and is not a
complete survey of all of the studies in this area of research.

Section 2.1.2 examines project management tools. The tools that are described are
separated into deterministic and probabilistic techniques. In the first part of this section, we
describe two deterministic management tools: work break-down structures (WBS) and
activity networks [Bubushait, 1986]. In the second part, we introduce the current project
management methods for cost risk analysis, schedule risk analysis, and some integrated
risk analysis approaches. We conclude with a discussion of some of the limitations of

these methods.

2.1.1 Empirical Studies of Projects

In this section, I discuss two empirical studies that analyzed databases of construction
projects to determine important factors for predicting project performance. This discussion
is not a comprehensive review of all of the studies of this type, but rather a descriptive
summary of two studies meant to illustrate this type of research method. While this
research method is interesting and may provide insight into the management of engineering
programs, since most complex programs involve some unique systems, statistical
relationships of significant project characteristics based on past experience may only be
partially relevant. The research approach developed in this dissertation is different from the
empirical method. It is based on a probabilistic risk analysis of the physical system to
generate and evaluate management options specifically tailored to the project and its

environment.

The RAND Corporation Study of Megaprojects

From late in the 1970s through 1988, the RAND Corporation performed a series of studies
that examined very large projects (greater than $500 million) to present useful
recommendations for managers of future similar endeavors [RAND, 1988, RAND, 1981,
and RAND, 1979]. In the final study [RAND, 1988], the authors examined 52 civilian
construction projects with an average cost of $2 billion and an average construction
schedule of four years. Most of the projects examined met their performance goals. Many
met their schedule goals, but very few met their cost goals. The average cost growth of the

projects examined was 88%.
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The authors used project factors and three multiple regression models to develop formulas
for predicting cost growth, schedule slippage, and project performance. Of the factors
considered, the regression models showed linear statistical relationships among:
(1) cost growth and the number of regulatory problems encountered, the type of
project ownership, the level of innovation in new materials or construction methods,
the amount of first-of-a-kind technology used, and amount of infrastructure
(permanent or temporary) at the site.
(2) schedule slippage and the number of regulatory problems encountered, the
amount of first-of-a-kind technology used, the level of innovation in new materials or
construction methods, the type of project (i.e., if it is a minerals-extraction project),
and the quantity of labor shortages that occurred during construction.
(3) project performance and the level of innovation in new materials or construction
methods, the amount of first-of-a-kind technology used, and whether or not the
project was the largest project of its type ever constructed.

The study was useful in highlighting the importance of regulatory problems and new
technologies in project development. Recommendations to reduce project risk included: (1)
thoroughly understanding the institutional problems relating to regulations and labor
practices, and (2) questioning whether the introduction of new technology, construction
techniques, or design approaches is absolutely essential to the project. These same issues
are also highlighted by the analytical systems approach developed in this dissertation.

Study of Construction Projects: Jaselskis and Ashley [1991]

Jaselskis and Ashley [1991] examined a database of 75 construction projects to develop
linear regression models to predict the probability of success for future construction
projects based on the management resources available to that project. All projects in the
database were large multi-million dollar projects with at least 12,000 construction man-
hours.

The authors used project factors and regression models to develop formulas for predicting
the probability that the overall project is considered outstanding by all major participants,
that the project experiences better-than-expected schedule performance, and that the project
experiences better-than-expected cost performance. Of the factors considered, in predicting
overall project success, five factors were considered significant:

e whether or not the project manager was the owner or a contractor,
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e the percentage of team turnover per year,

e the level of dependency to other projects (i.e., the percentage of a program that
the project comprised),

e the number of subordinates to the project manager on the project, and

e the number of project control (i.e., status and tracking) meetings held per month
during construction.

In predicting the probability of better-than-expected schedule performance, five factors
were considered significant:

e the contract type (fixed price or reimbursable cost),

e the number of years of education after high school of the project manager,

e the level of dependency to other projects (i.e., the percentage of a program that
the project comprised),

e the percentage of team turnover per year, and

e the number of budget updates per year.

In predicting the probability of better-than-expected budget performance, six factors were
considered significant:
e the percentage of the overall budget allocated to project control (i.e., status and
tracking) activities,
e the number of project control (i.e., status and tracking) meetings held per month
during design,
e the number of project control (i.e., status and tracking) meetings held per month
during construction,
e the number of budget updates per year,
e the percentage of team turnover per year, and

e the technical experience of the project manager as measured by the number of
previous projects developed with similar technology.

From the authors’ analysis, the models appear to perform reasonably well in predicting
outstanding project performance. The models are also useful in analyzing the impact of
specific factors, (e.g., team turnover, budget updates, etc.), on project performance. As

with the first study, several of the factors highlighted by the regression models are also
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important in the analytical model developed in this dissertation, specifically, the level of
dependency to other projects and the percentage of the overall budget allocated to project
control.

2.1.2 Project Management Tools

Research in the discipline of project management has also focused on the development of
analytical tools to effectively plan, control, and lead projects and programs. These tools are
designed, however, to handle only management problems and do not include the potential
risk tradeoffs between these problems and technical failure risks. These tools are
categorized into deterministic and probabilistic methods.

Det inistic Project M t Tool
Work break-down structures (WBS): The development of the WBS begins at the highest

level of the program with the identification of major components. The component parts are
further divided and subdivided into more detailed units with each division reducing the
dollar value and the complexity of the units. This process is repeated untl the WBS
reaches a level where the component parts are at manageable levels for planning and control
purposes. The end items appearing at the lowest level are usually considered work
packages. The term work package is a general term used to identify discrete tasks with
definable end results. The responsibility of completing a work package on schedule and
within budget is assigned to an organizational unit. Project managers then track the status
of the work packages by who is responsible for what and when [Cleland, 1994, and
Moder, et al., 1983]. The NASA Jet Propulsion Laboratory has incorporated the WBS
structure into an information system to formalize, maintain, and track all receivables and
deliverables between the elements of a program, and the dependencies among the packages.
By tracking and continually updating who owes work packages to whom, the system can
provide an accurate project status report and also analyze the program impacts of late work
package deliveries.

Activity networks or bar (Gantt) charts: A schedule is an expression of tasks and activities
to be performed along a time-line. The two main methods for describing a schedule are (1)
PERT/CPM (Project Evaluation and Review Technique/Critical Path Method) charts where
activity dependencies are displayed graphically in an activity network and (2) Gantt charts
where the dependencies are displayed in a bar chart format. CPM is a schedule activity
network that assumes that each activity has a known deterministic schedule length. PERT
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models are the simplest project activity planning models that consider risk because PERT
networks include probability distributions for each activity duration [Eisner, 1997, and
Chapman and Ward, 1997]. Details of a stochastic PERT analysis are described below in
the discussion of schedule risk analysis models.

In summary, these deterministic tools are primarily useful for project status reporting. The
project WBS and activity networks are helpful initially in project planning and scheduling,
and later for tracking cost, schedule, work performed, and work remaining. In order to
manage risks, however, problems and their associated probabilities are required.
Deterministic tools can provide the organizing structure to analyze project risks when
probabilities are incorporated.

Probabilistic_Project M  Tool

Project management has recognized that a project's performance can be improved by
systematically identifying, appraising, and managing the project's risks. Standard tools
exist for including uncertainty in cost and schedule estimates, and some models have been
developed that attempt to integrate these uncertainties with some basic measures of
performance such as quantity of items produced.

Cost risk analysis
Cost risk analysis models attempt to estimate the likelihood of not meeting cost estimates.
Research has shown that the primary causes of cost problems are [Archibald, 1992]:

e unrealistic, low original estimates, bids, and budgets,

e amanagement decision to reduce bid price to meet competitive pressures,
¢ uncontrolled increases in scope of work,

o unforeseen technical difficuldes,

e schedule delays that require overtime or added cost to recover from the delays or the
charging of idle labor time to the project during the delays, and

o inadequate cost budgeting, reporting, and control practices and procedures.

As early as the 1960s, project managers realized that cost estimates needed to include
probabilistic information [Hertz, 1964]. The traditional approach to cost estimating was to
derive a best estimate from the current knowledge and add a contingency factor to cover
unforeseen expenditures. The size of the contingency factor varied based on the type of
project, the anticipated risks, and the project stage [Bradley, et al, 1990]. These single
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point estimates for costs were often insufficient. Project managers realized that what was
important was to model the entire range of cost variability and to understand where point
estimates and cost caps fell on the distribution. In order to determine this information, cost
risk analysis methods were proposed [Williams, 1995].

A cost risk model generally starts with an exhaustive decomposition of the cost items to a
manageable component level, usually in a work break-down structure. Probability
distributions are estimated for each cost item, and then the distributions are combined to
model the probability distribution for the total cost. In some cases, a closed-form analytic
solution for the convolution of the probability density functions is feasible. In practice,
Monte Carlo simulation is used. In the simulation, a value for each uncertain component is
drawn randomly according to its probability distribution. The entire process is then
repeated for many runs. The output values then constitute a random sample from the
probability distribution over the output variable induced by the input probability
distributions [Burke et al., 1988, Williams, 1993, and Shishko, 1995]. This output is a
cumulative distribution that estimates the expected-cost value for the project and the
likelihood of exceeding certain cost levels.

Schedule risk analysis
Schedule risk involves not meeting project milestones. The primary sources of schedule
risk are [Hulett, 1995]:

e lack of a realistic schedule developed to a level of detail that accurately reflects how the
work will be done,

s inherent uncertainty of the work arising from advanced technology, design and
manufacturing challenges, and external factors including labor relations, changing
regulatory environments, and weather,

e complexity of projects that require coordination of many contractors, suppliers,
government entities, etc.,

e estimates prepared in early stages of a project with inadequate definition of the work to
be performed and inaccuracies or optimistic bias in estimating activity duration,

¢ overuse of directed (constraint) dates, perhaps in response to competitive pressures to
develop aggressive, unrealistic schedules,

e project management strategies favoring late starts or fast track implementation, and

¢ lack of adequate float or management reserve.
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The traditional schedule risk analysis model is based on the same principles as the cost
analysis: an exhaustive break-down of the schedule items to a manageable component level
with probability distributions estimated for each item. The major difference is that
combining time in a schedule is not an additive process because of the network component.
Solving a PERT network using Monte Carlo simulation means applying the longest path
algorithm to a large number of realizations of task lengths, each one obtained by sampling
each activity drawn from its proper distribution [Van Slyke, 1963, Moder, et al., 1983, and
Williams, 1994]. The output is a cumulative distribution that estimates the expected
duration of the project and the likelihood of exceeding certain schedule lengths. The
simulation can also provide statistics on how frequently different paths through the network
are the critical path.

Integrated methods

PERT as originally designed in the 1950s was entirely time-oriented and did not directly
consider cost, availability of resources, performance, or risk. Later maodifications were
designed to include some of these other aspects. In 1966, GERT (Graphical Evaluation
and Review Technique) was developed to allow probabilistic branching and the inclusion
of costs within activities. Cost is treated as a dependent variable given certain durations for
each activity. While this method includes cost and schedule uncertainties, it precludes the
manager from varying the budget hypotheses and determining the potential impact on
schedule [Chapman and Ward, 1997, and Lee, et al,, 1982].

In 1972, the activity network model was extended to VERT (Venture Evaluation and
Review Technique). VERT takes a PERT network and assigns a cost and a performance
distribution to each activity. Performance can be modeled in measurable units (e.g.,
quantities produced) or a dimensionless index. Each arc has a set of distributions that
represent the time expended, the cost incurred, and the performance generated in the
completion of the specific activity that the arc represents. Rather than a joint distribution
for cost, schedule, and performance, correlation coefficients are used to capture the
dependencies among the three variables. The network is solved by Monte Carlo simulation
where the critical path is either the path with the longest completion time, highest cost,
lowest performance, or least desirable weighted combination of these factors, based on
user-developed weights [Lee, etal., 1982].

Both GERT and VERT are simulation techniques and, as such, are not intended for project
scheduling purposes but for analyzing potential outcomes of projects, criticality indices,

18

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyannwy.manaraa.com



and expected values of various project parameters (time, cost, or quantities of items
produced) [Weist, 1985].

Major Disadvantages of traditional project management tools for estimating risk

The cost risk analysis and schedule risk analysis tools as described are used frequently in
practice [NASA JPL, 1996]. The tools are good for correcting unrealistic estimates of
either cost or schedule by considering the ranges and probabilities associated with each
component. Unfortunately, since the potential risks and likelihoods are aggregated by a
Monte Carlo simulation, the models do not capture the relationships between the risks and
potential mitigation actions. If separate cost, schedule, and technical risk analysis models
are constructed, the methods do not require consistency among the models, and the effects
of potential problems could be double- or triple-counted. For example, if the different risks
(cost, schedule, and technical performance) are not integrated, when risk mitigation actions
are taken, the project manager cannot see the impact of the solution on the other
dimensions. This lack of knowledge potentially leads to sub-optimization.

While the GERT and VERT models resolve the problem of consistency among the cost and
schedule risks, the inclusion of a basic performance measure (e.g., quantity of units
produced) does not capture the necessary tradeoffs among cost, schedule, and technical
failure risks. In addition, because the methods are based on a PERT activity network for
the project, quantifying the cost, schedule, and contribution to performance for each
activity in the network becomes quantitatively cumbersome and often requires somewhat
unrealistic estimates of performance or quality.

2.2 Analytical Modeling Tools for Systems
Several important systems analysis tools are used to construct the overarching model in this
dissertation. Descriptions follow for decision analysis and probabilistic risk analysis.

2.2.1 Decision Analysis

Decision analysis is a term used to describe “a body of knowledge for the logical
illunination of decision problems” [Matheson and Howard, 1989]. The decision analysis
methodology presents a systematic framework for choosing among alternative actions
when the consequences of these alternatives are uncertain. An important contribution of
decision analysis is a process to describe and quantify tradeoffs among alternatives. The
basic steps in the decision analysis process are as follows [Covello, 1987]:
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1. Define decision objectives.

2. Identify decision alternatives and all consequences that relate to the decision
alternatives.

3. Define performance measures or variables for quantifying decision objectives

(attributes).

Identify critical uncertain variables.

Assess probabilities for uncertain variables and scenarios.

Specify value judgments, preferences, and tradeoffs.

Evaluate alternative actions or policies.

Conduct sensitivity analyses and value of information analyses.

© N o wn s

Much of the literature in this field focuses on formal methodologies that aid decision
makers in balancing their preferences for possible outcomes under uncertainty. The most
popular method is expected utility maximization. Most of the expected-utility decision
analysis literature focuses on the formalization of the value side or preferences of the
decision problem from a normative approach tailored to a single identifiable decision
maker.

Expected-utility decision analysis is used in conjunction with the PPRM model to capture
the decision maker's attitude toward risk and to model the decision maker's tradeoffs
among the different risk elements (cost, schedule, and technical performance). The
problem encountered in examining NASA’s unmanned space program is uncertainty about
whose values and preferences to quantify in a utility function. Potential candidates include
NASA administrators, scientists, the public, or the industrial space contractors. The utility
function used in the illustrations throughout this dissertation approximates the decision
maker's preferences for mission outcomes by the expected costs of failure of the mission.

There are implicit assumptions in the decision analysis process that users should remember.
Some of these include [Covello, 1987]:

e the decision maker is willing to reveal publicly his explicit risk preferences and value
tradeoffs,

e meaningful probability and utility values can be obtained and assigned to consequences,
and

e various consequences of concern to the decision maker can be made comparable to one
another through utility analysis.
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Additional references on decision analysis include: Keeney and Raiffa [1993], von
Winterfeldt and Edwards [1986], and Keeney [1992].

2.2.2 Probabilistic Risk Analysis

Probabilistic risk analysis (PRA) provides a method to define and measure quantitatively
the technical failure risks of engineering systems. The original process was developed in
the commercial nuclear power industry in the 1970s [USNRC, 1975]. Since then it has
been applied in many different industries including aerospace, marine off-shore oil
platforms, and chemical processing. The purpose of a technical PRA is to examine all
potential damage states and the frequency of each state as uncertain variables. The PRA
process does not include project failures from management factors such as cancellation
from budget overruns.

The general PRA process developed and used for technical systems is outlined as follows
[Henley and Kumamoto, 1992, Garrick, 1984, Kaplan and Garrick, 1981, Fragola, 1994}:

Step 1; Identify the hazard(s), specifically what can happen or what can go wron g?

This includes identifying the parts of the system that give rise to the hazard(s) with event
sequences that transform a hazard into an accident. Each sequence is considered a
scenario, where each scenario begins with an initiating event and ends with an undesired
end state. An initiating event is any abnormality, malfunction, or failure that causes a
deviation from the desired operation. In between initiating events and end states are
“pivotal” events that determine whether and how an initiating event propagates to an end
state. Therefore, each scenario is defined by one initiating event, one or more pivotal
events, and one end state.

This initial step also includes identifying all external events and their effects on the system.
External events are events that originate outside the system that if they occur can impact
many parts of the system at once. When examining systems for technical failures, possible
external events may include earthquakes, high-winds, floods, etc.

Step 2: Determine the probability or likelihood of each scenario conditional on the
occurrence or non-occurrence of external events. The fundamental difference between
PRA and other risk analysis techniques (e.g., Failure Modes and Effects Analysis) is this
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probabilistic step of quantifying the likelihood of the various scenarios. Quantification of
the uncertainties in the context of a scenario-based risk model provides the means to
identify the aspects of the problem that are the greatest risks.

Step 3: Evaluate the consequences conditional on different scenarios occurring.

Step 4; Examine the results of the analysis. The results are sets of triplets: <s;, p;, x; >,
where s, is a scenario identification or description; p, is the probability of that scenario; and
X, is the consequence or evaluation measure of that scenario, (i.e., the measure of damage)
(Kaplan and Garrick, 1981]. The option exists to represent the probability of the scenario

as a probability distribution, for example the future frequency of an event, p,(9,), rather

than a discrete probability value. This altemative allows one to explicitly include the
uncertainty associated with likelihood estimates. Similarly, if there is uncertainty

associated with the consequences, this can also be represented as a distribution, {i(x;),

[Kaplan and Garrick, 1981]. The scenarios are arranged in order of increasing severity of
damage. Plotting the consequences versus the cumulative probability generates the “risk
curve,” or if probability distributions are used, a family of risk curves.

This dissertation includes the PRA process in a larger framework to consider
simultaneously the management risks from cost and schedule overruns and the technical
failure risks in projects and across programs. We quantify the probability of technical
failure for a project as a function of the probability of the possible project failure modes.
The PRA process is an important tool in the PPRM model to examine the tradeoffs among
the different risk components and to quantify the robustness of the final project or program
design.

2.3 Mars Exploration Program

The purpose of this section is to provide an overview of the Mars Program which is used
for later discussions as illustrative examples of the models in this dissertation. The Mars
Program is pertinent for several reasons:

e the program is still evolving and decisions concerning program architecture are
still being made,

e the program has "history" on which future missions are built, and
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e the program has many interesting characteristics including: mission dependencies,
multiple program objectives (e.g., search for life or general space exploration),
multiple missions each with its own objectives and tight constraints, many
political and institutional risks (i.e., major scope changes or potential problems
with foreign contributors), and high failure risks.

The US began the exploration of Mars in 1969 with the flybys of the planet by Mariners 6
and 7. Mariner 6 returned 75 photographs, and Mariner 7 returned 126 photographs.
Mariner 9 orbited Mars from November 1971 until October 1972 and returned over 7,000
photographs. In 1975, the US launched two orbiter/lander spacecraft, Viking ! in August
and Viking 2 in September. The two Viking missions cost over $3 billion (1997 dollars)
and returned more than 50,000 photographs of the Mars surface. In 1992, the US
launched Mars Observer, an orbiting spacecraft. Total projects costs for Mars Observer
were estimated at $500 million for spacecraft and instruments, $100-$150 million for
operations, and $300-350 million for launch, totaling close to $1 billion (1997 dollars).
The mission was lost on August 21, 1993, three days before it was to enter its orbit around
Mars. Because of the loss of the mission, only a fraction of the operations budget was
actually spent and the actual loss was in the order of $900 million [Shirley and McCleese,
1996].

Following the failure of the Mars Observer mission in 1993, a formal, long-term program
for the future exploration of Mars was established. The Mars Exploration Program is
funded by NASA at approximately $100 million per year and is expected to launch two
flights to Mars during every available launch window (about every 26 months). The Mars
Exploration Program includes Mars Pathfinder (with the primary payload, the Sojourner
rover), Mars Global Surveyor, and the future surveyor missions (two missions in 1998,
2001, 2003, and a sample return mission in 2005). While the constraints on the future
Mars missions are tight, the program aspect allows higher-level planning and optimization
to meet the Mars exploration goals.

The Mars Program provides examples of projects produced under severe resource
constraints that require risk tradeoffs. For example, the Mars Pathfinder lander team
reduced costs with actions that could have increased the probability of technical failure.
The team saved money by not building electronic spares, (e.g., only about half of the
fifteen flight circuit boards had flight spares), and by not performing a high-altitude drop-
test of the Viking-heritage parachute. In these cases, the additional risks were evaluated
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and were considered acceptable. The rover was developed for $25 million with very
limited mass and volume. In many cases, the project team could not select the “best” parts
because flight-rated components were costly or not available. The project frequently used
commercial and military-specification hardware without redundancies. Therefore, a
primary risk mitigation technique was component-level environmental testing (e.g.,
thermal, vibration, and radiation). Also, unlike a class A project where test requirements
are well-specified, the system engineer and cognizant engineers had significant latitude in
defining the test requirements and specifications. Consequently, the development team
relied on testing to balance cost risk and technical risk.

The Mars Program also provides examples where the results of earlier projects influence
the development and success of subsequent projects. Specifically, consider the Mars
Global Surveyor and Deep Space 2 projects. Mars Global Surveyor (MGS) is an orbiting
spacecraft designed as a rapid, low-cost recovery of the Mars Observer mission objectives.
The payload for MGS includes five of the instruments originally flown on Mars Observer
(reconstructed from spares) and a new communications system designed to relay scientific
telemetry from future landers. One lander is the Deep Space 2 (DS2) Mars microprobe
project.

The Mars 1998 lander, currently traveling to Mars (expected arrival December 1999), is
carrying the DS2 microprobes to Mars. The microprobes will deploy themselves 15-20
seconds after separation of the cruise stage from the aeroshell. At impact with the surface,
part of the probe will penetrate the Mars soil. The remainder of the probe will remain on
the surface with the batteries and a deployable antenna for data relay through MGS. In
order to save costs in designing the communications systems, the design decision was
made that DS2 needs to relay data back to Earth through the MGS spacecraft, and cannot
do so through the Mars 1998 orbiter [NASA JPL, 1998b].

Unfortunately, after the launch of MGS, one of the two solar arrays that power MGS did
not fully deploy [NASA JPL, 1998c]. The MGS spacecraft was to alter its orbit around
Mars using aerobraking, a relatively unproven technique that uses the forces of atmospheric
drag to slow the spacecraft into its final orbit. With the damaged solar array, the
aerobraking maneuvers were much more risky. If the MGS spacecraft had been lost in
attempting to reach the correct orbit with aerobraking, then the DS2 project would also be
lost. Fortunately, MGS was able to lengthen their aerobraking schedule and reach an
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acceptable orbit in February 1999. This situation represents the types of problems and
dependencies that exist in programs of projects.

Studying the Mars Program proved useful in formulating the PPRM model. The projects
were conducted with little redundancy and demonstrated the potential interdependencies
among projects. The projects were produced under tight resource constraints that required
risk tradeoffs throughout development. Several of the key decisions highlighted by both
the empirical studies reviewed above and by the Mars Program include:

e how to manage projects that are parts of larger programs,

e how to set project specifications, including what fraction of a project budget to
hold as reserves,

e how to manage the resources to minimize the probability of technical failure,

e how to allocate management reserves to potential problems during project
development to minimize the probability of management failure,

e when to relax constraints or reduce project scope,
e when to develop new technology, and

e how to establish an effective problem detection and warning system to detect

potential defects.

These issues are illustrated in the presentation of the PPRM model in the remainder of this
dissertation.
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CHAPTER 3
Probabilistic Program Risk Management (PPRM) Model
Case 1- One Project

3.1 Introduction to the PPRM Model

Most analysis performed to support decision making in project management focuses on
either technical risks or management risks. The PPRM model quantifies both these risks
and the tradeoffs between them. The model is structured into three sequential optimization
steps. Figure 3.1 shows the relationship of the model steps to the risk components for a

project.
PROJECT
UTILITY
1
| |
PROJECT VALUE OF
RISK MISSION
(STEP 3)
i
TECHNICAL MANAGEMENT
RISK RISK
(STEP 1D (STIIEP 2)
| |
SCHEDULE COST
RISK RISK
Figure 3.1- Risk Components and PPRM Steps
The steps are:

STEP 1: Develop and optimize all feasible technical design alternatives
(configuration and choice of components) over the range of potential project
development budgets to minimize each alternative's probability of technical
failure.
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STEP 2: For each technical design alternative, optimize the strategy to
reduce management risks over the range of potential reserve budgets, where
the strategy is determined by:

- the potential management problems that could occur for each technical
design alternative, and

- potential mitigation actions for each management problem.

STEP 3: Determine the optimal technical design alternative and the budget
reserve based on the lowest overall expected failure cost given the optimal
management risk strategies for that design.

The implementation of this optimization algorithm is examined for a series of cases. The
remainder of this chapter describes Case 1. In Case 1, a fixed project budget is optimally
allocated between the project development budget and the reserves with a fixed portion of
the development budget required for risk analysis. These allocation decisions directly
affect the probabilities of different types of failure for the mission. For example, allocating
more money to the development budget (and less to reserves) may increase the technical
reliability of the mission. Failure to maintain sufficient reserves, however, could critically
affect the project should development problems occur. This allocation decision is
represented in Figure 3.2 by the adjustable division between the design and development
budget and the project reserves.

CASE 1

et e

—

-

Risk  Design and Development
Analysis Budget (no warning
Budget systems required)

Figure 3.2- Case 1: Budget Allocation Between
Development and Reserves

Case 1 assumes that as soon as problems occur during development, they are detected, and
thus the resources required for "warning systems" (i.e., reviews and testing) are implicitly
included in the development budget. In Case 2, described in Chapter 4, we relax this
assumption and use the PPRM model to evaluate the choice of a warning system for the
project. Case 1 also assumes that all technical and management failures result in the total
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loss of the mission. We do not consider here the possibility of partial failures. The
removal of this assumption is considered in Case 3, described in Chapter 5. Finally, Case
1 assumes that each project is developed and operated independently from the rest of the
program, (i.e., no other projects depend on the outcome of this project). We remove this
assumption in Case 4, described in Chapter 6, when we examine programs of
interdependent projects.

The outputs of the PPRM model for Case 1 are (1) the recommended functional design
configuration and components for the project, and (2) the development budget and
corresponding reserve budget. Section 3.2 describes the details of each of the three steps
in the PPRM model applied to Case 1, and Section 3.3 provides an illustration of the
model.

3.2 PPRM Model Description for Case 1
The following notation is used in describing the PPRM model:
Management failure of project (Boolean): MF
Technical failure of project (Boolean) (technical failure by definition assumes no
MF): TF
Possible failure states (indexed in i) for project: FS, € {MF, TF}
Cost impact of outcome state FS;: C(FS)
Project success (no failure occurs): FS
Project technical failure modes (each is associated to the failure of one of the critical
subsystems, subsystems indexed in s): FM,
Total budget for project (assume fixed): C
Development budget: DC
Reserve budget: RC
Risk analysis budget: RA
Total schedule duration for project (assume fixed): S
Development duration: DS
Schedule reserves: RS
Development problem that occurs on project (assume problem independence),
indexed in n: DP,
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Development problem scenarios, ranked by probable chronology of problems,
where each problem can either occur or not occur (Boolean sequence),

indexed in ¢: DPS,
Set of indices of all problems that occur during the development phase: {n, }
Optimal risk management actions given development problem scenario DPS,:
RM,
Cost of optimal risk management strategy RM,: C(RM,)

Schedule duration of optimal risk management strategy RM,: S(RM,)

Set of functional configurations for the project: FIG = (FIG,, ... FIG,, ...}

Set of feasible technical design alternatives (z is the index of possible
configurations, w is the index of one alternative choice of components for a
configuration): AFIG = (AFIG, |, ... AFIG,,,...}

The following is a detailed description for implementing the PPRM model.

STEP 1: Optimize technical design alternatives.

Step 1.1 Identify the technical functions of the project given the mission scope.

Step 1.2 Identify the set of functional configurations available for implementing the
project. Define this set FIG = {FIG,, ... FIG,, ... }. Figure 3.3 is an example of one
possible functional configuration for an unmanned space mission with redundancy in the
communications and power subsystems. A different functional configuration is a

completely single-string design.

| Batteries |+
Receiver/ Science
ransmitters Instrument
Launch Spacecraft
— - » 3 L.
Vehicle Structure Batteries || Other
Receiver/ Science
ransmitters i Solar Instrument
Arrays |7
Communications Power
subsystem subsystem

Figure 3.3- One Possible Functional Configuration (FIG,)
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Step 1.3 For each functional configuration, many different components or parts could be
selected (e.g., lithium batteries or nickel cadmium). Define AFIG as the set of functional
configurations and associated components. AFIG = {AFIG,, ... AFIG,,,,...}

Step 1.4 For each functional configuration, determine AFIG,, the lowest-cost
alternative. Figure 3.4 shows the relationship of the cost of AFIG, ;, to the total available
project budget (C).

Development costs
of AFIG, ;,

—— >
0  Cos(AFIG,.;) C 3

Figure 3.4- Lowest-Cost Alternative for Configuration z (AFIG, ;)

Step 1.5 Fix the risk analysis budget and schedule allocation. The risk analysis budget
includes all resources allocated to studying the potential problems, risks, mitigation actions,
and probabilities of failure for the project. Currently, the schedule reserve is a factor in the
probability of management failure, and we do not consider reallocating schedule between
development and reserves. The capability to vary this parameter will be explored in future

work.

Step 1.6 Determine the feasible subset of {AFIG,;,} based on total budget, schedule,

mass, volume, etc.

Step 1.7 For each feasible functional configuration, vary the amount allocated to
development and compute the resulting budget surplus as follows:

Budget surplus = Portion of Budget Allocated to Design - 3.1
Cost of Risk Analysis - Cost(AFIG, ;)

For example, if the cheapest design for the configuration is $100 million, allocating 100%
of a $150 million budget to design generates a budget surplus of $50 million less the cost
of the risk analysis.
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Step 1.8 Use a PRA model of the configuration and the Karush-Kuhn-Tucker optimization
algorithm to optimize the design based on the cost of improvements, the budget surplus,
and associated contributions to the reduction of technical risk : p(TFIAFIG, ;,)-

The Karush-Kuhn-Tucker [Hillier and Lieberman, 1990] optimization algorithm is a
method for optimizing constrained nonlinear programming problems using Lagrange
multipliers. The objective is to minimize the probability of technical failure given the
technical design alternative as a function of the failure modes of the system:

Minimize: p(TF|AFIG, )= ¥ p(FM,|AFIG, , )~ "doubles” + .. (3.2)

The probability of the failure mode is defined by the functional configuration of the
subsystem (i.e., single string, redundant components within the subsystem, etc.) and the
investment allocated to reinforce the subsystem (and therefore the w, where w is an
alternative choice of components). The minimization problem is constrained so that the
investments in reinforcing the subsystems is less than or equal to the budget surplus.

RESULTS OF STEP 1: After completing step 1, the project manager has identified a set of
functional configurations and for each of them, the optimal choice of components given all
potential levels of budget surplus.

TEP 2; imiz I management risk

Step 2.1 For each technical design alternative, construct development problem scenarios
and possible risk mitigation responses to determine the optimal risk management strategy
RM, for each scenario £. These development problem scenarios and mitigation responses
are structured in a decision tree similar to the example in Figure 3.5. Rectangular nodes
represent decision points and circular nodes represent chance nodes. In evaluating a
decision tree, the principle is to start from the end branches and "roll back" to the base, at
each chance node calculating the expected utility, and at each decision node choosing the
branch with the maximum expected utility. This process generates the best sequence of
decisions to maximize the expected utility of the decision maker.

This process requires a detailed list of the possible problems that can occur. For the truly
unexpected problems, an additional “unanticipated problem node” can be included to

account for the unknowns with either the mitigation costs of the average of the identified
problems or some other reasonable estimate.
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Risk mitigation Risk mitigation

actions Problem n actions Quicome
Technical
Design 1 n‘ZC(RM)SRCandZS(RM)SRS
Decision. p(DPo
0 otherwise
AFIG"’) Doesn't
AFIG, ,) T-oOP,)
z.w)

Figure 3.5- Example Decision Tree

Step 2.2 Resolve the decision tree to determine the probability of each scenario £. The
probability of design problem scenario £ is the product of the probabilities of development
problems that occur multiplied by the product of the complements of the probabilities of
development problems that do no occur:

p(DPS,)= [Ip(DP.)x II [1-p(DP)] (3.3)

re{n,} re{n, }

Step 2.3 Determine the outcome for each scenario, conditional on the optimal sequence of

risk management options. Define an indicator variable, y, where ¥ =1 if the optimal risk
mitigation strategy for scenario £, RM;, does not exceed cost or schedule reserves given

the development problem scenario, DPS,, and ¥ = 0 otherwise:

_ {1, if C(RM; )|DPS, < RCand S(RM;) (3.4)

0, otherwise management failure

Step 2.4 For each design alternative, determine the probability of management failure
given the corresponding reserves and the optimal mitigation strategy determined above.
The probability of management failure conditional on the technical design alternative is one
minus the sum of the outcome of each design problem scenario as defined by the indicator

variable y multiplied by the probability of that scenario:
p(MF|AFIG, ) =1-% (Y|AFIG, ,,,DPS, ) x p(DPS, ). (3.5)
4
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If more resources are allocated to the project reserves, the project team can solve more
potential problems, and thus reduce the probability of management failure. The trade-off
between schedule and budget is accounted for on a case-by-case basis in the identification

of RM, in scenario £ to minimize the probability of management failure.

RESULTS OF STEP 2: After completing step 2, the project manager has for each of the
technical design alternatives developed in step 1, an optimal risk mitigation strategy for all
conjunctions of identifiable development problems as a function of the reserves available.

STEP_3: Determine the optimal technical design alternative based on the lowest overall

expected failure cost.
Step 3.1 For each alternative, AFIG, ,, and the corresponding remaining budget reserve

(assuming schedule reserve is fixed), compute the overall expected failure cost. The
expected failure cost is the sum of the cost of each failure state multiplied by the probability
of that state, assuming that a successful project outcome state has zero failure costs:

E(AFIG, ) = C(MF) X p(MFIAFIG,,) + C(TF) x p(TFIAFIG, ). (3.6)

Step 3.2 Determine the optimal design alternative. First, find the optimal components for
each configuration, then determine the overall optimal among all configurations. The
development cost of the optimal design alternative determines the level of budget reserves
that minimizes the expected failure cost.

Figure 3.6 summarizes the optimization algorithm.
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STEP1:

. . . FIG, FIG,
Identify functional configurations ‘ ‘
Identify for cach configuration the lowest
cost design (cheapest set of components) AFIG) i AFIG; nin
Optimize design for cach configuration AFIQ, A‘FIG

we o we

and budget allocation (KKT algorithm)

. v '

Optimize each mitigation strategy for RM;|AFIG, . RM|AFIG, .
each configuration, optimal choice of

components, development problem

scenario, and reserve allocation (decision

trees)
STEP 3;
——

p(TFIAFIG (MFIAFIG.
Select AFIG, , to minimize expected o) P 2we)
cost of failure states. This selection \ /
also determines the optimal rescrve AFIG", .
level.

Budget Reserve

Figure 3.6- Summary of Optimization Algorithm

3.3 Illustration of the Model for Case 1

Assume that a project manager is developing a planetary orbiter mission with a budget of
$150 million (including the launch vehicle) and a schedule duration of 3 years. The
spacecraft has two instruments: a gamma ray spectrometer and a camera. He or she is
using the PPRM model, to determine the optimal technical design alternative and the
amount of budget to be retained for reserves.

STEP 1 Optimi hnical desien alternativ
Step 1.1 Identify the spacecraft functions given the scope of the mission.
The spacecraft functional block diagram is shown in Figure 3.7.

Launch Communications S pacecraft

Vehicle Subsystem Other — Instruments |-

Figure 3.7- Case 1: Spacecraft Functional Block Diagram
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Step 1.2 Identify the set of functional configurations. Define this set FIG = (FIG,, ...
FIG,...}.

Two functional configurations are being considered here. Figure 3.8 shows configuration
1, a single-string design, and Figure 3.9 shows configuration 2, a partially redundant
system (two receiver/transmitters in parallel).

—{ Launch Vehicle T Recc;iver/cs | Spacecraft {{ [nstruments |-
(Lv) ransmitter ( ) Other (SC) (Is)

Figure 3.8- Case 1: Single-string design, z = 1

Receiver/
Transmitter (CS1)
—{ Launch Vehicle Spacecraft
L} Instruments |-
(LV) Other (SC) as)
Receiver/

Transmitter (CS2)

Figure 3.9- Case 1: Spacecraft with Redundant
Communications System, z = 2

Step 1.3 Define AFIG as the set of functional configurations and associated components.
AFIG = {AFIG,, ... AFIG,,,...}

Step 1.4 For each functional configuration, determine AFIG,,,, the lowest-cost alternative.
Assume Cost(AFIG, ,,.) = $124 million, Cost(AFIG, ;) = $129 million

Step 1.5 Fix the risk analysis budget and the schedule allocation.
Risk analysis budget is $1 million. Development schedule has been set at 34 months with

2 months of schedule reserves.

Step 1.6 Determine the feasible subset of {AFIG,,,}.
Both configuration 1 and configuration 2 are feasible in terms of budget and schedule.

Step 1.7 For each feasible functional configuration, vary the amount allocated to
development and compute the resulting budget surplus as follows:
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Budget surplus = Portion of Budget Allocated to Design - 3.8)
Cost of Risk Analysis - Cost(AFIG,,,,)

$0 < Budget surplus for configuration 1 < $25 million
$0 < Budget surplus for configuration 2 < $20 million

Step 1.8 Use a PRA model of the configuration and the Karush-Kuhn-Tucker algorithm to
optimize the design based on the cost of improvements, the budget surplus, and associated
contributions to the reduction of technical risk : p(TF/AFIG, ).

We first optimize the design alternatives for configuration 1, the single-string design. We
then repeat the optimization process for configuration 2, the partially redundant system.

Table 3.1 shows the probabilities of the failure modes for the subsystems in AFIG, .,
assuming that all basic event failures are independent.

Table 3.1- Case 1: Probability of Failure Modes,
Configuration 1

"Subsystem p(FM,|AFIG, ..)
Launch 0.1
Vehicle
Communications 0.1
Subsystem
Spacecraft 0.01
Instruments 0.05
Package

The probability of technical failure for the lowest-cost design for configuration 1 is:

p(THAFIG, ,,,) = 3 {Lv,%s,sc.ls} p(FM,|AFIG, ,;,) - "doubles” + ... (39)

= 0.23

We then consider possible reductions of the probability of technical failure given
investments in improvements above the minimum or cheapest components. We assume in
all of the illustrations in this dissertation that the probability of failure decreases
continuously (here exponentially) with financial investments in reinforcement, i.e.,
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p(FM,|AFIG, ) = p(FM,|AFIG, . ) x Exp[-K, L], where I, is the investment to reinforce

subsystem s and K is an assessed constant.

Assume that the spacecraft manager cannot improve the reliability of the launch vehicle.
Also assume that the effects of investment in reinforcing the spacecraft are as described in

Table 3.2.
Table 3.2- Case 1: Effects of Investment on
Reinforcement of Conﬁgration 1
ﬁbsystem Investment Reduction P(FM-l AFIG, ')
Factor )
Launch n.a. n.a. 0.1
Vehicle 2P
Communications 12M 10 - I
Subsystem 0.1 x Exp[-0.192 I]
Spacecraft S10M 10 0.01 x Exp[-0.23 I ]
Instruments $1I0M 10 i
Package 0.05 x Exp[-0.23 I;5]

Using the relationships between investment and increased robustness, the optimal design
alternative is determined by minimizing the probability of technical failure subject to the
constraint that the total amount invested reinforcing the system is equal to the budget
surplus available for reinforcement:

p(TFIAFIG, ,) = 0.1 + 0.1 x Exp[-0.192 I5] + 0.01 x Exp[-0.23 Isc] +
0.05 x Exp[-0.23 I;g] - 0.01 x Exp[-0.192 I}-
0.001 x Exp[-0.23 I;] - 0.005 x Exp[-0.23 I;5] - (3.10)
0.001 x Exp[-0.192 I - 0.23 L] - 0.005 x Exp[-0.192 I - 0.23 L] -
0.0005 x Exp([-0.23 (I + I;5)]

so that I + I + I;s = Budget surplus available for reinforcement.

Figure 3.10 shows on one y-axis, the optimal investment in each subsystem for various
levels of investment, and on the second y-axis, the effect of various levels of investment on
the probability of technical failure for the system. For example, if $9 million is invested in
reinforcing the system, then at the optimum, $6.1 million is invested in the communications
subsystem, $2.9 million is invested in the instrument package, and the resulting probability
of technical failure for the reinforced system is 0.16.
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fi ion 2 (wi ndant communication m
Table 3.3 shows the probabilities of the failure modes for the subsystems in AFIG, .,
assuming that all basic event failures are independent.

Table 3.3- Case 1: Probability of Failure Modes,
Configuration 2

_Subsystem/ Subsystem Failure
Component p(m.| mc;zm)
Launch 0.1
Vehicle
Communications p(ch,IAFIsz) %
Subsystem P(chlecsv AFIGz,min) =

0.1x0.1 =0.01
Spacecraft 0.01
Instruments 0.05
Package

The probability of technical failure for the lowest-cost design for configuration 2 is:

p(TFIAFIGz'mm)=’e{w%,s'sc'ls}P(FM, AFIG, )~ "doubles” + . .

= 0.16

Repeating the optimization process for configuration 2, we consider possible reductions of
the probability of technical failure given investments in improvements above the minimum
or cheapest components, using the data provided in Table 3.4. Figure 3.11 shows on one
y-axis, the optimal investment in each subsystem for various levels of investment, and on
the second y-axis, the effect of various levels of investment on the probability of technical
failure for the system for configuration 2.

Table 3.4- Case 1: Effects of Investment on
Reinforcement of Configgration 2

"Subsystem/ Component Investment | Reduction
Factor
Launch Vehicle n.a. n.a.
Communications Component 1 $12M 10
Communications Component 2 $12M 10
Spacecraft $10M 10
Instruments Package $10M 10
39
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Results of Step 1

After completing Step 1, the project manager has identified a set of two functional
configurations, one single-string and one partially redundant, and for each of them the
optimal set of components as shown in Figures 3.10 and 3.11 for all potential levels of
development budget.

Step 2.1 For each technical design alternative, construct development problem scenarios
and possible risk mitigation responses.

Table 3.5 shows the potential problems and risk mitigation alternatives for configuration 1.
Table 3.6 shows the corresponding data for configuration 2. For each potential problem,
the project manager has at least two mitigation strategies: (1) an action where the problem is
resolved entirely with budget reserves and has no impact on schedule reserves or technical
performance, or (2) an action where the problem is resolved for less cost but requires some
schedule slippage. Several of the problems also have a third mitigation alternative that has
no cost or schedule implications, and instead has performance impacts. This third
mitigation alternative is considered in Case 3 when partial project failures are possible.
Because of the redundant communications subsystem in configuration 2, both the
probability of a potential integration problem and the mitigation costs are greater than for
configuration 1. The differences are shaded in Table 3.6.

Table 3.5- Case 1: Management Risk Data for Configuration 1

~Potential Problems | Probability | Mitigation Mitgation Alternative “Other
(Risks) Alternative 1 2 Mitigation
conditional on (Solve with (Cost) (Sch.) Alternatives
technical design )
modem 0.4 “$5M $3M 1 mo. n.a.
procurement prob.
software 0.2 “$5M $3M 1 mo. simplify
development prob. software
communications 0.3 $3M $2M 0.5 mo. n.a.
integration problem
insufficient test 0.5 $3IM $15M 1 mo. reduce
_personnel testing
late instrument 0.2 “$3M $1.5M 1 mo. substitute
delivery instrument
Instrument power 0.1 “$3M $15M 1 mo. n.a.
problems
spacecraft mass 0.1 "M $2M 1 mo. n.a.
~ problems
Unknown problems 0.5 M | M 1 mo. n.a.
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Table 3.6- Case 1: Management Risk Data for Configuration 2

Potential Problems | Probability | Mitigation | Mitigation Alternative Other
(Risks) Alternative 1 2 Mitigation
conditional on (Solve with (Cost) (Sch.) Alternatives
technical design $)
modem 0.4 S M 3 M 1 mo. n.a.
_procurement prob.
software 0.2 M $3 M 1 mo. simplify
development prob. software
" communicati T 06 |- $M | $M 05mo | na.
insufficient test 0.5 BM 315 M 1 mo. reduce
personnel testing
late instrument 0.2 $3M 15M 1 mo. substitute
delivery instrument
Instrument power 0.1 $3M iISM [ mo. n.a.
problems
spacecraft mass 0.1 $3M “$2M 1 mo. n.a.
problems
Unknown problems 0.5 $SM $3M 1 mo. n.a.

Figure 3.12 shows a portion of the decision tree constructed from these problems and
potential mitigation actions. The preferred sequence of mitigation actions is identified by
arrows in the diagram. A 0 at the end of the branch denotes a management failure from
either a cost or a schedule overrun, and a 1 at the end of the branch represents a successful
mitigation strategy (i.e., does not exceed the reserves).

Tost Personnel. .B.stMmgam” >

shartage
Risk Mitgai ‘ RL g
Risk Mitiga Sof Allernatives oblem
Aliernatives poblem R1 R2__ (0]

o problem

(0]
[0]

(0]

Figure 3.12- Case 1: Portion of the Decision Tree for Configuration 1
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Step 2.2 Resolve the decision tree 1o determine the probability of each scenario L.
Completed by decision tree resolution (using Precision Tree software) [Palisade
Corporation, 1997].

Step 2.3 Determine the outcome for each scenario, conditional on the optimal sequence of
risk management options.

Completed by decision tree resolution (using Precision Tree software) [Palisade
Corporation, 1997].

Step 2.4 For each design alternative, determine the probability of management failure
given the corresponding reserves and the optimal mitigation strategy determined above.

p(MF|AFIG, , ) = 1- 2 (1|AFIG,,,, DPS, ) x p(DPS, ) (3.12)
¢

Figure 3.13 shows the results for both configuration 1 and configuration 2 of the
probability of management failure as a function of the reserve allocation.

09 |
08
07 4
06 4
05 +
04
03 4
02 1
0.1 4

Probability of Management Failure

0 5 10 15 20 25
Reserves M) | aaee. Configuration 1
Configuration 2

Figure 3.13- Case 1: Probability of Management Failure as a
Function of the Reserve Allocation for Configurations 1 and 2
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Results of Step 2

After completing step 2, the project manager has, for each of the technical design
alternatives, a decision tree that shows the optimal risk mitigation strategy as a function of
the optimal choice of components and the corresponding available reserve.

Step 3.1 For each alternative, AFIG,,, and the corresponding remaining budger reserve,
compute the overall expected failure cost:

E(AFIG, ) = C(MF) x p(MFIAFIG, ) + C(TF) x p(TFAFIG,,,). (3.13)

Assume that the Cost(TF) is $150 M, and that the Cost(MF) is $150 M. Table 3.7 shows
the results of optimal design choices for configuration 1. The best technical design
alternative for configuration 1 (i.e., the lowest achievable expected cost of failure) is
obtained by spending $135 million on development and keeping $15 million in reserves.
Table 3.8 shows the results of optimal design choices for configuration 2. The best
technical design alternative for configuration 2 is obtained by spending $133 million on
development and keeping $17 million in reserves. The development costs in both tables
include $1 million for the project risk analysis.

Table 3.7- Case 1: Design Alternatives for Configuration 1
(Total Available Budget = $150M)

™ Development Reserves | p(MF) ] E(Cost of
M) ™M) Failure ($M)
— $150 $0 0.95 1 143.4
— $145 35 0.48 1 82.1
$140 $10 0.16 41.6
— $139 $11 0.12 36.5
$138 $12 0.05 27.5
$137 . $13 0.05 28.9
$136 . $14 0.03 26.3
$135 $15 0.02 25.1
$134 316 0.02 26.5
$133 $17 0.01 25.3
3132 318 0.00 255
$131 $19 0.00 27.0
$130 $20 0.00 27.0
125 $25 0.00 36.0
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Table 3.8- Case 1: Design Alternatives for Configuration 2
(Total Available Budget = $150M)

™ Development Reserves | p(MF) E(COST OF

™M) M) I FAILURE)
_ M)
$150 0.11 $0 0.97 146.0
$149 0.11 $1 0.97 146.0
$148 0.11 $2 0.92 139.3
$147 0.11 $3 0.80 123.3
— 3146 0.11 $4 080 | 1233
$145 0.12 $5 0.64 102.5
3140 0.12_| 310 0.28 55.0
~$139 0.12 $11 0.22 47.0
~ $138 0.13 12 0.15 39.1
$137 0.13 $13 0.15 391
$136 0.13 $14 0.07 286
$135 0.13 315 0.06 27.3
$134 0.14 316 0.05 27.5
— $133 | 0.14 $17 | 0.02 23.6
~ 3132 0.15 — 318 0.02 F 25.1
3131 0.15 319 0.01 23.8
$130 0.16 ~$20 0.00 | 24.0

Step 3.2 Determine the optimal design alternative.
The recommended alternative for this illustration (corresponding to the minimum expected
cost of failure) is to:

e Choose configuration 2 (the partially redundant system)
e Keep $17 million in reserves

e Spend $133 million in development (including $1 million for risk analysis and $3
million for the reinforcement of the instrument package (as shown in Figure 3.11))

In this illustration, the redundant system is preferred to the single-string system because the
selection of a redundant configuration results in the lowest achievable expected cost of
failure. The probability of technical failure is lower and more resources are allocated to the

reserves.

Shadow Cost of Budget Constraint

Table 3.9 examines the sensitivity of this recommendation with slight changes in the budget
constraint. If more money is allocated to the mission, configuration 2 is still optimal and
the additional budget is spent initially to reinforce the system and then to reduce the
probability of management failure. If the budget is reduced by more than $3 million, the
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simpler, single-string configuration is preferred, primarily because the simpler system has a
lower probability of management failure for the same amount of reserves.

Table 3.9- Case 1: Shadow Cost of Budget Constraint

+ Constraint éonﬁg T)evelop. p(TF) ™ Reserves p(MF) most of AE
$150M) M)
+$1M 1 $136 0.15 $15 | 0.016 | $24.4 0.6
2 $134 0.14 $17 0.021 | $23.0
32 M 1 $135 0.15 $17 0.005 $23.7 | -1.5
2 $133 0.14 $19 0.009 | $22.1
+33M 1 ~$136 0.15 $17 0.005 $23.0 2.2 |
2 $134 0.14 $19 0.009 | $21.4
+34 M 1 $139 0.14 315 0.016 $22.9 | -2.7 |
2 $134 0.14 $20 0.005 | $20.9 ]
+$5 M 1 3138 0.14 | $17 0.005 $22.0 | -3.2
2 $135 0.13 $20 0.005 | $20.4
JIIM 1 $134 0.16 $15 0.016 $25.0 | +1.0
2 $132 0.15 $17 0.021 | $24.6
- 2M 1 $133 0.16 | 315 0.016 $26.6 | +2.0
2 $131 0.15 $17 0.021 | $25.6
33 M 1 $132 | 0.17 315 0.016 $27.5 | +3.3
2 $130 0.16 $17 0.021 | $26.9
~-$4M 1 $131 0.18 $15 0.016 | $28.4 | +4.8
2 $131 0.15 $15 0.059 $30.4
$5M 1 $130 0.18 $15 0.016 | $29.5 | +5.9
2 $131 0.15 $14 0.067 $31.5

The results of Table 3.9 show that in this case, the budget constraint is reasonable since
small variations of the budget lead to equal variations of the expected failure costs.

3.4 Summary for Case 1

The PPRM model provides decision support for the project manager in selecting the
optimal technical design alternative and level of budget reserves. When projects involve
significant technical and management risks, determining the optimal alternative based on
experience or intuition may be difficult. For example, single-string systems are often
assumed to be the preferred alternative for Faster-Better-Cheaper projects because of the
lower cost. The illustration in this chapter shows that if significant investment is required
to make a single-string design sufficiently reliable, it is not necessarily preferred to a
partially redundant system.
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CHAPTER 4
Case 2- Single Project, Warning System
Required for Problem Detection

4.1 Introduction to the PPRM Model with the Choice of a Warning System
Case 2 relaxes the assumption that problems are immediately detected when they occur.
The three steps of the PPRM model described in Chapter 3 are still applicable. However,
now, a warning system (i.e., a combination of testing and reviews) is required to detect
problems during development. To choose a warning system, we consider the amount of
project budget to be allocated to reviews and testing because these tasks are critical in the
identification of potential problems in the system. The optimal selection of a warning
system involves several factors:
e More investment in a warning system implies less money for development.
e More investmentin a warning system generally results in a higher likelihood of
detecting problems.
e Investments in warning systems have decreasing marginal retumns, (i.e., there is
a point when additional reviews and testing is not cost effective as the number
of detected problems decreases.)

Imperfect warning systems may fail to detect existing problems. Undetected problems
affect the probability of failure of the system in two ways:
o undetected problems in a particular component or subsystem increase the
probability of failure of that component or subsystem, thus resulting in a higher
probability of technical failure for the whole system, and

e undetected problems decrease the probability of management failure, because no
resources are expended mitigating undetected problems.

The decision for the project manager is to optimally allocate the available resources above
the minimum cost system for each possible design alternative among reserves, testing and
reviews, and development to determine the optimal design alternative and corresponding
level of wamning system. This allocation decision is represented in Figure 4.1 by the
adjustable divisions among the design and development budget, the warning system

budget, and the reserves.
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The outputs of the PPRM model for Case 2 are (1) the recommended functional design
configuration and components, (2) the development budget and corresponding reserve
budget, and (3) the recommended choice of warning system. Section 4.2 describes the
modifications of the PPRM model needed to incorporate the potential for undetected
problems, and Section 4.3 provides an illustration of the model including the choice of a
warning system.

CASE 2- With waming systems

< «K>
1_

| | 1
Risk Design and Review and Reserves

Analysis Development  Testing Budget
Budget Budget (warning system)

Figure 4.1- Case 2: Budget Allocation Between Development,
Warning System, and Reserves

4.2 Model Revisions to Include a Choice of Warning System
The following additional notation is used in describing the PPRM model with the choice of
a warning system:

Warning system alternative, indexed in j: WS;

Cost of warning system alternative: C(WS)

Undetected design problem in subsystem s: UDP,

No undetected design problem in subsystem s: UDP,

Detected design problem in subsystem s: DDP,

Detected design problem scenario indexed in £: DDPS,

The following is a summary of the three steps in the PPRM model previously described in
Chapter 3:

STEP 1: Develop and optimize all feasible technical design alternatives over
the range of potential project development budgets to minimize each
alternative's probability of technical failure.
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STEP 2: For each technical design alternative, optimize the strategy to
reduce management risks over the range of potential reserve budgets, where
the strategy is determined by:

- the potential management problems that could occur for each technical
design alternative, and

- potential mitigation actions for each management problem.

STEP 3: Determine the optimal technical design altemnative and the budget
reserve based on the lowest overall expected failure cost given the optimal
management risk strategies for that design.

visions required in 1; Optimize technic ign alternativ
Two revisions are required to consider the choice of a warning system in Step 1:
(1) The budget surplus (step 1.7) includes the cost of the warning system:
Budget surplus = Portion of Budget Allocated to Design - 4.1)
Cost of Risk Analysis - Cost(AFIG, ,,,,)- Cost of Warning System

(2) For a single-string subsystem, the probability of failure of the subsystem is the sum of
the probability of the failure mode with and without undetected problems multiplied by the
probability of the respective problems:

p(FM, ;)= p(FM,|UDP, AFIG

WS;)x p(UDP |AFIG, . W )+

z,w?

WS, ) x p(UDP|AFIG, ,,, WS )

z,w?

(4.2)
p(FM,|UDP, ,AFIG

z,w)?

For a redundant subsystem with two components, each of which can have undetected
problems, the failure of the subsystem involves all possible combinations of undetected
problems in the components:

p(FM,|AFIG, . WS,) =

zw?

i)t

p(FM,|UDP, . UDP,,, AFIG, ., WS;

z,w? j

x p{UDP,,,UDP,,

AFIG,,,, WS,
AFIG. .. WS.)+ 43

x p(UDP,,,UDP,, o WS,

( )
(UDR, )
(UDP,,.U_DEZ]mG,w,ws,)+
(oo |

UDP,,,UDP,_,|AFIG, ,, WS,

z,w’? i

p(FM,|UDP,, UDP, , AFIG, ., WS,

z,w? i

)

)
p(FM,|UDP, ,, UDF, ; AFIG, ,, WS, ) x

)

"U'O

p(FM,|UDE,,,UDE, , AFIG, ,, WS,

z,w? ]

X
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The optimization step, using the Karush-Kuhn-Tucker algorithm, is based on the
probability of the failure modes conditional on the warning system (i.e., the probability of
undetected problems):

Minimize: p(TFIAFIGl',,,WSj)= Zp(FM,IAFIG”,WSj)— "doubles” + ... (4.4)

When examining management risks, we can only correct the problems that we detect.

Problems are categorized by the set {q ,} of the indices of all problems that occur and are

detected during the development phase, and the set {r,} of the indices of all problems that

occur and are undetected during the development. Scenarios (i.e., paths in the decision
tree) are now limited to detected design problem scenarios (DDPS,). The probability of

the detected design problem scenario ¢ is the product of the probabilities of development
problems that occur multiplied by the probability of detection, the probabilities of
development problems that occur multiplied by the probability of no detection, and the
complements of the probabilities of development problems that do no occur:

p(DDPS,IWSj)= I p(DPm)Xp(DDPmlDPm,WSj)x
melac) 4.5)
I1 p(DP.)(1-p(DDP,[DP,, WS;))x T (1-p(DP.))

me{r,} me{q..n}

The indicator variable for the outcome, ¥, is ¥=1 if the optimal risk mitigation strategy for

scenario £, RM,, does not exceed cost or schedule reserves given the detected

development problem scenario DDPS, (i.e., only detected problems can be mitigated), and

v = 0 otherwise:

_ {1, if C(RM)|DDPS, < RC and S(RM;)|DDPS, < RS 4.6)

0, otherwise management failure

For each design altemative and choice of waming system, the probability of management
failure is one minus the sum of the outcome of each detected design problem scenario as

defined by the indicator variable y multiplied by the probability of that scenario:
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p(MF|AFIG, ,, WS} =1~ Y (v|AFIG, ,,DDPS,, WS, ) x p(DDPS |WS,).  (4.7)
4

When considering management failure, since we only correct the problems that we detect,
waming systems that do not detect many problems are preferred from a cost reserve
perspective (i.e., no problems, no costs to mitigate). The tradeoff is that these undetected
problems increase the probability of technical failure. Also, we assume that warning
systems do not generate false positives.

Revision uired in Step 3: Determine the optimal technical design alternative based on
the lowest overall expected failure cost.

The probabilities of management failure and technical failure should reflect the revisions in
the previous steps. The expected failure cost is the sum of the cost of each failure state
multiplied by the probability of that state:

E(AFIG,,) = C(MF) x p(MFIAFIG,,,, WS, + C(TF) x p(TFIAFIG,,, WS). (4.8)

4.3 Illustration of the Model for Case 2
Reconsider the planetary orbiter mission examined in Case 1:

e Total budget: $150 million (including the launch vehicle)
e Total schedule: 3 years

e Two instruments: a gamma ray spectrometer and a camera.

In Case 2, the project manager has a choice between two different warning systems:

(1) a “perfect” warning system that detects all development problems, and costs $2
million, and

(2) aless than “perfect” warning system that detects many problems (but not all), and costs
$1 million.

First, we consider WS, the "perfect” system. Since we are examining the same mission as
was evaluated in Case 1 and the problems were detected perfectly in that case, the
configurations and alternatives available are the same. The total budget, however, must
also include the $2 million for the "perfect” warning system. The optimization algorithm
steps are identical to the ones outlines in Section 3.3 except that the total available budget is
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$148 million plus $2 million for WS,. Table 4.1 shows the results of optimal design
choices for configuration 1. The best technical design altemative for configuration 1 G.e.,
the lowest achievable expected cost of failure) is obtained by spending $133 million on
development and keeping $15 million in reserves. Table 4.2 shows the results of optimal
design choices for configuration 2. The best technical design alternative for configuration 2
is obtained by spending $131 million on development and keeping $17 million in reserves.
The development costs in both tables include $1 million for the project risk analysis.

Table 4.1- Case 2: Design Alternatives for Configuration 1, WS,
(Total Available Budget = $148M + $2M for WS,)

_-Development ;T(-T?) Reserves pm-F-) E(_Cost of

™M) ™M) Failure) ($M)
$138 0.142 310 0.164 424
— $137 0.145 “$11 0.124 37.6
$136 0.149 ~ 312 0.055 29.3
~$135 0.154 $13 0.055 30.0
— $134 0.159 $14 0.034 28.1
$133 0.164 $135 0.016 26.6
3132 0.170 $16 0.016 21.5
$131 0.176 ~$17 0.005 27.0
$130 0.134 518 0.003 28.0

Table 4.2- Case 2: Design Alternatives for Configuration 2, WS,
(Total Available Budget = $148M + $2M for WS))

— Development p(1E) “Reserves p(MF) E(Cost of
™M) M) Failure) ($M)
— $140 0.122 $8 0.461 790
3139 0.123 59 0.280 55.2
$138 0.125 310 0.280 55.4
$137 0.127 11 0.216 — 474
— $136 0.129 312 0.150 38.9
$135 0.132 ~ $13 0.150 39.3
$134 0.135 314 0.067 29.0
3133 0.14 315 0.059 28.6
$132 0.146 316 0.051 28.4
— $131 0.153 $17 0.02 25.6

Next, we consider WS,, the "cheap” warning system with the potential for undetected
problems. For this alternative, we need to repeat the three-step optimization algorithm.

EP I: jmiz I ] rngativ
Step 1.1 Identify the spacecraft functions given the scope of the mission.
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Unchanged from Case 1.

Step 1.2 Identify the set of functional configurations, FIG.
Unchanged from Case 1.

Step 1.3 Define AFIG as the set of functional configurations and associated components.
Unchanged from Case 1.

Step 1.4 For each functional configuration, determine AFIG,,,,, the lowest-cost
alternative.
Unchanged from Case 1.

Step 1.5 Fix the risk analysis budget and the schedule allocation.
Unchanged from Case 1.

Step 1.6 Determine the feasible subset of { AFIG,,,, }.
Unchanged from Case 1.

Step 1.7 For each feasible functional configuration, vary the amount allocated to
development and compute the resulting budget surplus as follows:
Budget surplus = Portion of Budget Allocated to Design - 4.9)
Cost of Risk Analysis - Cost(AFIG, ,.,)- Cost of WS,

$0 < Budget surplus for configuration 1 < $24 million
$0 < Budget surplus for configuration 2 < $19 million

Step 1.8 Use a PRA model of the configuration and the Karush-K uhn-Tucker algorithm to
optimize the design based on the cost of improvements, the budget surplus, and associated
contributions to the reduction of technical risk : p(TF/AFIG,,,).

nfi ion 1 (single-string) with "cheap” warning system (WS,)
Table 4.3 shows the probabilities of the failure modes for the subsystems in AFIG, _;,
given no undetected problems, assuming that all basic event failures are independent.
Table 4.4 shows the probabilities of the failure modes for the subsystems in AFIG, ;.
given an undetected problem in the subsystem (i.e., we assume that an undetected problem
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increases the probability of failure by a factor of five). Table 4.5 shows the probability of
undetected problems in each subsystem if WS,, the "cheap" system, is implemented.

Table 4.3- Case 2: Probability of Failure Modes Given
No Undetected Problems, Configuration 1, WS,

"Subsystem p(FM, UDP;, AF!G,,,,,,,)
Launch 0.1

Vehicle

Communications 0.1
Subsystem

Spacecraft 0.01
Instruments 0.05
Package

Table 4.4- Case 2: Probability of Failure Modes Given
Undetected Problems, Configuration 1, WS,

"Subsystem p(FM,|UDP,, AFIG, ,.,)
Launch 0.5

Vehicle

Communications 0.5
Subsystem

Spacecraft 0.05
Instruments 0.25
Package

Table 4.5- Case 2: Probability of Undetected Problems,
Configuration 1, WS,

"Subsystem p(UDP.IAFIGLm. WSZ)
Launch 0.0

Vehicle

Communications 0.1
Subsystem

Spacecraft 0.5
Instruments 0.1
Package

The probability of technical failure for the lowest-cost design for configuration 1 with the
"cheap" warning system is:
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p(TF]AFIGA'm,WSZ) =

p(FM, AFIG, ;,, WS, | +

UDP,,AFIG, ,,, WS, ) x p(UDP,

1,min? 1,min?

se{LV.CS.SC.lS}[
p(FM,[UDP,, AFIG, ,,,, WS, ) x p(UDPJAFIG, ,,, WS, )| - (4.10)

"doubles" + ...
= 0.30

Repeating the optimization process from Case 1, we consider possible reductions of the
probability of technical failure given investments in improvements above the minimum or
cheapest components, using the data provided in Table 4.6.

Table 4.6- Case 2: Effects of Investment on
Reinforcement of ConﬂgurationL 1, WS

—S'ubsystem Investment Reduction
Factor

Launch n.a. n.a.
Vehicle

Communications | $12M 10
Subsystem

Spacecraft $10M 10
Instruments ~ $10M 10
Package

Figure 4.2 shows on one y-axis, the optimal investment in each subsystem for various
levels of investment, and on the second y-axis, the effect of various levels of investment on
the probability of technical failure for the system. Compare Figure 4.2 and Figure 3.10.
Figure 3.10 represents investments in the same configuration without the possibility of
undetected problems. In both figures, the communications subsystem and the instruments
receive most of the investment in reinforcement. The amount invested in the spacecraft is
greater, however, in Figure 4.2. This investment is a result of the 0.5 probability of an
undetected problem in that subsystem.
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nfi ion 2 i n with "cheap" warnin m 2)

Table 4.7 shows the probabilities of the failure modes for the subsystems in AFIG, .,
given no undetected problems, assuming that all basic event failures are independent.
Table 4.8 shows the probabilities of the failure modes for the subsystem in AFIG,_;, given
an undetected problem in the subsystem (i.e., we assume that an undetected problem
increases the probability of failure by a factor of five). Table 4.9 shows the probability of
undetected problems in each subsystem if WS,, the "cheap” system, is implemented. In
this illustration, we assume independence of detected and undetected problems in
subsystems and components.

Table 4.7- Case 2: Probability of Failure Modes Given
No Undetected Problems, Configuration 2, WS

"Subsystem/ Subsystem Failure
Component p{FM,[UDF, AFIG, ,,,
Launch 0.1
Vehicle

| Communications p(FCS’IUDP“"AHGZ"“‘") X

t e ———
SubSYS em p(chlecspUDPCSZ’AFIGZ.mh) =
0.1x0.1=0.01

Spacecraft 0.01
Instruments 0.05
Package_

Table 4.8- Case 2: Probability of Failure Modes Given
Undetected Problems, ﬁC_onﬁExrgt_ign 2, WS

ubsystem/ Subsystem Failure
Component p(FM,|UDP,, AFIG, )
Launch 0.5
Vehicle
Communications p(Fm'UDPCS‘ ’ AFIG“‘“‘) X
Subsystem p(Fm|Fw,UDPc52,AFIGZ_M) =
0.5x05 =025
Spacecraft 0.05
I Instruments 0.25
| Package
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Table 4.9- Case 2: Probability of Undetected Problems,
Configuration 2, WS

" Subsystem/ Undetected Problems

Component in Subsystem or
Component
p(UDP,|AFIG, ... WS, )

Launch 0.0
Vehicle
Communications 0.1
Component 1
Communications 0.1
Component 2
Spacecraft 0.5
Instruments 0.1
Package

Repeating the optimization process from configuration 1, we consider possible reductions
of the probability of technical failure given investments in improvements above the
minimum or cheapest components, using the data provided in Table 4.10.

Table 4.10- Case 2: Effects of Investment on
Reinforcement of Configuration 2, WS,

Subsystem/ Investment | Reduction
Component Factor
Launch n.a. n.a.
Vehicle
Communications $12M 10
Component 1
‘Communications $I2M 10
Component 2
Spacecraft — $10M 10
Instruments $10M 10
Package

Figure 4.3 shows on one y-axis, the optimal investment in each subsystem for various
levels of investment, and on the second y-axis, the effect of various levels of investment on
the probability of technical failure for the system. Compare Figure 4.3 and Figure 3.11.
Consistent with the observation from configuration 1, the amount invested in the spacecraft
is greater in Figure 4.3. This investment is the result of the 0.5 probability of an
undetected problem in that subsystem.
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EP 2: jmiz r ri

Step 2.1 For each technical design alternative, construct development problem scenarios
and possible risk mitigation responses.

Table 4.11 shows the potential problems and risk mitigation alternatives for configuration
1. Table 4.12 shows the corresponding data for configuration 2. Figure 4.4 shows a
portion of the decision tree constructed from these problems and potential mitigation
actions. The difference between this decision tree and the decision tree in Case 1 is the
addition of chance nodes for problem detection. The preferred sequence of mitigation
actions is identified with arrows. A O at the end of the branch denotes a management
failure from either a cost or a schedule overrun, and a 1 at the end of the branch represents
a successful mitigation strategy (i.e., it does not exceed the reserves).

Table 4.11- Case 2: Management Risk Data for Configuration 1, WS,

Potential Prob. | Prob. | Mit- Other
Problems of of gation Mitigation Alt.2 | Mitigation
conditional on | occur- | detect- | Alt. 1 Alt.
technical design | rence | ionw/ | (Solve (Cost)  (Sch.)
WS, | with$)
procurement 0.4 1.0 | 35M | $3M 1 mo. n.a.
prob. (modem)
software 0.2 1.0 $5M $3M 1 mo. simplify
problem software
communications | 0.3 0.9 $3M $2M 0.5 mo. n.a.
integration prob.
insufficient test 0.5 1.0 $3 M 1.5M 1mo. reduce
personnel testing
late instument | 0.2 1.0 | $3M ISM 1mo. | substitute
delivery instrument
instrument power | 0.1 0.9 | 3M 15M 1mo. n.a.
problems
spacecraft mass | 0.1 1.0 | 33M | $2M 1 mo. n.a.
problems
Unknown 05 0.5 M $3M 1 mo. n.a.
problems
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Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyannwy.manaraa.com



Table 4.12- Case 2: Management Risk Data for Configuration 2, WS,

Potential Prob. | Prob. | Miti- Mitigation ~Other
Problems of of gation Altemnative 2 Mitigation
conditional on | occur- | detect- | Alt. 1 Alt.
technical design | rence | ionw/ | (Solve (Cost)  (Sch.)
WS, | with$)
procurement 0.4 1.0 | $5M $3M 1 mo. n.a.
prob. (modem)
software 0.2 10 | $5M | $3M  1mo. | simplify
problem software
communications | 0.6 0.9 $5M $3M 0.5 mo. n.a.
integration prob. |
insufficienttest | 0.5 10 | $3M | $1.5M T mo. reduce
personnel testing
Tate instrument | 0.2 TO | 33M | $1.5M 1 mo. | substtute
delivery instrument
instrument power | 0.1 0.9 $3M I5M 1 mo. n.a.
problems
spacecraft mass | 0.1 1.0 $3M $2M 1 mo. n.a.
problems
Unknown 0.5 05 | $5M $3M 1 mo. n.a.
problems

Figure 4.4- Case 2: Portion of the Decision Tree for Configuration 1, WS,
Step 2.2 Resolve the decision tree to determine the probability of each scenario £.
Completed by decision tree resolution (using Precision Tree software) [Palisade

Corporation, 1997].
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Step 2.3 Determine the outcome for each scenario, conditional on the optimal sequence of

risk management options.
Completed by decision tree resolution (using Precision Tree software) [Palisade

Corporation, 1997].

Step 2.4 For each design alternative, determine the probability of management failure
given the corresponding reserves and the optimal mitigation strategy determined above.

p(MFIAFIGz,,,,WSj) =1- 2(7|AFIG,,,,DDPS,,WSJ.) xp(DDPS,|WS;)  (4.11)
2

Figure 4.5 shows the probability of management failure as a function of the reserve
allocation for both configuration 1 and configuration 2.

Probability of Management Failure

20 25
Reserves SM) |  caeee- Configuration 1
Configuration 2

Figure 4.5- Case 2: Probability of Management Failure as a Function of the
Reserve Allocation for Configurations 1 and 2, WS,

Compare Figure 4.5 and Figure 3.13. Figure 3.13 represents the probability of
management failure as a function of the reserves assuming no undetected problems. The
probability of management failure is lower for all levels of reserve in Figure 4.5 than in
Figure 3.13. This is because less reserves are required since not all problems are detected.

62

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyz\w\w.manaraa.com



Step 3.1 For each alternative, AFIG,,, compute the overall expected failure cost:
E(AFIG,,) = C(MF) x p(MF|AFIG,,, WS)) + C(TF) x p(TF/AFIG,,, WS)). (4.12)
Assume that the Cost(TF) is $150 M, and that the Cost(MF) is $150 M. Table 4.13 shows

the results of optimal design choices for configuration 1. The best technical design
alternative for configuration 1 (i.e., the lowest achievable expected cost of failure) is
obtained by spending $134 million on development and keeping $15 million in reserves.
Table 4.14 shows the results of optimal design choices for configuration 2. The best
technical design alternative for configuration 2 is obtained by spending $132 million on
development and keeping $17 million in reserves. The development costs in both tables
include $1 million for the project risk analysis.

Table 4.13- Case 2: Design Alternatives for Configuration 1, WS,

(Total Available Budget = $149M + $1M for WS,)

Development p(TF) “Reserves p(-M_F') E(Cost of
M) . ™) Failure) (M)
_$139 0.17 $10 0.106 38.3
$138 0.17 311 0.073 34.8
3137 0.18 312 0.030 30.3
$136 0.18 313 0.030 31.0
$135 0.19 314 0.018 30.4
$134 0.19 $15 0.008 30.0
$133 0.20 ~ 316 0.008 31.2
$132 0.21 17 0.003 31.8
$131 0.22 $18 0.001 33.0
$130 0.23 $19 0.001 34.4

Table 4.14- Case 2: Design Alternatives for Configuration 2, WS,

(Total Available Budget = $149M + $1M for WS,)

‘Developmcnt p("I?) “Reserves p(MF) Féost of

M) ™) Failure) ($M)
$139 0.15 $10 0.183 454
$138 0.15 $11 0.141 40.4
$137 0.15 $12 0.086 33.9
$136 0.16 $13 0.086 34.6

_$135 0.16 314 0.038 29.0

“$134 017 _ 315 0.031 29.0
$133 0.17 316 0.027 29.5

$132 0.18 $17 0.010 28.5
$131 0.19 $18 0.010 29.8
$130 0.20 $19 0.004 31.1
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Step 3.2 Determine the optimal design alternative.

Compare the optimal design alternative for each configuration and choice of warning
system (Tables 4.1, 4.2, 4.13, and 4.14). In this illustration, the rank order of alternatives
based on the minimization of expected costs of failure, is as follows:

o Configuration 2 with “perfect” warning system, WS,;: The expected cost of failure is
$25.6 million. The development budget is $131 million (including $1 million for risk
analysis). The reserve budget is $17 million, and the warning system costs $2 million.

e Configuration 1 with “perfect” warning system, WS,: The expected cost of failure is
$26.6 million. The development budget is $133 million (including $1 million for risk
analysis). The reserve budget is $15 million, and the warning system costs $2 million.

e Configuration 2 with “cheap” warning system, WS,: The expected cost of failure is
$28.5 million. The development budget is $132 million (including $1 million for risk
analysis). The reserve budget is $17 million, and the warning system costs $1 million.

e Configuration 1 with “cheap” warning system, WS,: The expected cost of failure is
$30.0 million. The development budget is $134 million (including $1 million for risk
analysis). The reserve budget is $15 million, and the warning system costs $1 million.

For both configurations, the more expensive warning system is preferred because of the
significant contribution of undetected problems to the probability of technical failure. This
probability of technical failure for each development alternative shown in Table 4.14 (the
"cheap" warning system) is 0.03 to 0.05 greater than the equivalent probability of technical
failure shown in Table 4.2 (the "perfect” warning system). While the probability of
management failure is smaller for the imperfect warning system, the decrease is not large
enough to offset the increase of technical risks. The preferred alternative is also highly
dependent on the additional costs of the “perfect” warning system. If the costs were $5
million rather than $2 million, the imperfect system would be preferred.

4.4 Summary for Case 2

The PPRM model provides decision support for managers choosing a project warning
system (level of testing and project reviews) and selecting the optimal technical design
alternative. The illustration presented in this chapter shows that investing in a more reliable
warning system can be preferred if problems are detectable at a reasonable cost and if
significant technical failure risks exist from undetected problems in the system. There is a
point, however, where the costs of a more reliable warning system are t0o large, and where
the money may be better spent reinforcing the system or solving management problems.
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CHAPTER 5
Case 3- Single Project with Partial Failures

5.1 Introduction to the PPRM Model with Partial Failures

Case 3 relaxes the assumption in Case 2 that all failures result in the total loss of the
mission. The three steps of the PPRM model described in previous chapters are still
applicable. However, additional outcome states of partial failures are now included. The
outputs of the PPRM model are the same as for Case 2: (1) the recommended functional
design configuration and components, (2) the development budget and corresponding
reserve budget, and (3) the recommended choice of warning system. The difference
between Case 2 and Case 3 is that the Case 3 analysis includes the effects of two types of
partial failures: partial management failure (PMF) and partial technical failure (PTF). An
example of a partial management failure is a reduction in the scope of the project
(“descope’”) where a new technology component is replaced with an already existing one.
A partial technical failure is the failure of a part of the system that degrades but does not
cease spacecraft operations.

When considering partial failures, the decision maker needs to consider how much of a
“failure” is a partial failure? For example, if the project needs to descope an instrument, is

the project 20% successful or 80%?

For simplicity, we assume that a partial management failure does not alter either the
probability of technical failure nor the probability of partial technical failure. This
assumption may need to be reevaluated in cases where the probability of a partial
management failure is sufficiently large or where a descope significantly affects the
reliability of the system.

Section 5.2 describes revisions to the PPRM model for incorporating partial failures, and
Section 5.3 provides an illustration of the model.

5.2 Model Revisions to Include Partial Failures
The following is a summary of the three steps in the PPRM model described previously:
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STEP 1: Develop and optimize all feasible technical design alternatives over
the range of potential project development budgets to minimize each
alternative's probability of technical failure.

STEP 2: For each technical design alternative, optimize the strategy to
reduce management risks over the range of potential reserve budgets, where
the strategy is determined by:

- the potential management problems that could occur for each technical
design alternative, and

- potential mitigation actions for each management problem.

STEP 3: Determine the optimal technical design alternative and budget
reserve based on the lowest overall expected failure cost given the optimal
management risk strategies for that design.

Revision ired in 1: Optimize techni ign alternati

The optimization step, using the Karush-Kuhn-Tucker algorithm, that previously
considered only the probability of the failure modes conditional on the warning system,
must now include the probability of partial technical failures:

p(TE|AFIG, ,, WS, ) + k,p(PTE|AFIG, ,, WS, ) +

z,w?

Minimize (5.1)

k,p(PTE,|AFIG, ,, WS, ) .

z,w?

where the k, and k, are constants that represent the decision maker's valuation of a partial
technical failure (as compared to a complete technical failure) for the mission.

ired in 2: Optimize th T m ment risk
The definition of a management failure is unchanged. Management failure occurs when the
project exceeds the cost or schedule reserves. The probability of management failure is (as
defined previously):

p(MFJAFIG, ,, WS ) = 1- ¥ (Y|AFIG, ,,DDPS,, WS, ) x p(DDPS [WS, ), where  (5.2)
¢

ye {1, if C(RM;)DDPS, < RC and S(RM")|DDPS, < RS 53)

0, otherwise management failure

66

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyz\w\w.manaraa.com



The partial management failure is a project success where success was obtained only by
descoping a component. Specifically, a partial management failure occurs when cost and
schedule reserves are not exceeded, but a descope was required to avoid exhausting the

reserves. This case is represented by A = 1 in the following equation:

L C(RM; ) DDPS, < RC and S(RM, | DDPS, < RS with a descope 5.4)
0, otherwise .

The probability of partial management failure is then:

p(PMFjAFIG,,w,ws,.) = zl;(x|AHG,.w,DDPs,,ws ;) xp(DDPS WS, ) (5.5)

Figure 5.1 shows the development problem scenarios and mitigation responses in a
decision tree, where the possible outcome states are either management success, partial
management failure, or management failure. The variable d is a constant that represents the
decision maker’s concern for (valuation of) a partial management failure as compared to a
total management failure, (0 <d <1).

Risk mitigati Risk mitigatio
-s—-:l—g-ﬂ- Problemn S oeton Outcome

actions ———— actions

1, $.C(RM;) < R; and IS(RM;) SR,
and no descopes
d,Y.C(RM;) s Rcand 3S(RM;) S Ry

but with descope
0, otherwise

Figure 5.1- Case 3: Example Decision Tree with
Partial Management Failures

Revision ired in : ine th imal technical
the lowest overall expected failure cost.
The expected failure cost is the sum of the cost of each failure state multiplied by the
probability of that state, assuming that a successful project outcome state has zero failure
costs. All outcome states and the decision maker’s preferences for each state need to be

included as shown in Figure 5.2.
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Failure States . Qutcome

E(Cost of

Failure) PMF PTF e

TF f
4

ME

Figure 5.2- Possible Qutcome States Including Partial Failures

5.3 Illustration of the Model for Case 3
Consider the mission examined in Case 2. We assume that the decision previously
analyzed to invest $2 million in the warning system (WS,) is stll valid and is not
reexamined here. In this case, three partial failure modes are included. The project can
result in:
(1) a partial technical failure state, PTF1, if the mission loses the camera,
(2) a partial technical failure state, PTF2, if the mission loses the spectrometer, and
(3) a partial management failure state, PMF, if the managers are forced to replace
the camera with a previously developed one.

The optimization process is repeated to include the additional failure states. The functional
configurations from Case 2 are the same: a single-string design (configuration 1) and a
design with a redundant communications subsystem (configuration 2).

1+ Optimiz . . nativ
Step 1.1 Identify the spacecraft functions given the scope of the mission.

Unchanged from previous case.

Step 1.2 Identify the set of functional configurations, FIG.
Unchanged from previous case.

Step 1.3 Define AFIG as the set of functional configurations and associated components.
Unchanged from previous case.
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Step 1.4 For each functional configuration, determine AF 1G, ..., the lowest-cost

alternative.
Unchanged from previous case.

Step 1.5 Fix the risk analysis budget and the schedule allocation.
Unchanged from previous case.

Step 1.6 Determine the feasible subset of { AFIG,,;, }.
Unchanged from previous case.

Step 1.7 For each feasible functional configuration, vary the amount allocated 1o
development and compute the resulting budget surplus as follows:
Budget surplus = Portion of Budget Allocated to Design. - (5.6)
Cost of Risk Analysis - Cost(AFIG, ,,,)- Cost of WS,

$0 < Budget surplus for configuration 1 < $23 million
$0 < Budget surplus for configuration 2 < $18 million

Step 1.8 Use a PRA model of the configuration and the K arush-Kuhn-Tucker algorithm to
optimize the design based on the cost of improvements, the budger surplus, and associated
contributions to the reduction of technical risk for both complete and partial technical

failures:

p(TF|AFIG

,_,,,ws,)+k,p(PTF,|AFIG,,w,ws,)+k2p(PTI~;|AF1c;m,Ws,)+... (5.7
For each configuration 1 and 2, we assume that the probability of the technical failure
modes (p(FM,IAFIG, ,)) is unchanged from the previous case, and that the probability of
any partial management failure is low enough to assume no significant effect on the
probability of technical failure. In the previous case, we examined the probability of the
instruments as a package (p(FMIAFIG, )), where technical failure of the instrument
package implied that both instruments had failed. Now, the partial failure of one
instrument needs to be considered when deciding how to optimally invest any budget for
the reinforcement of the system. Figure 5.3 shows the two instruments for the mission.
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Camera Spectrometer
asm (IS2)

Figure 5.3- Case 3: Instrument Package

The probability of total failure of the instrument package is:

p(FMIAFIG, ) = p(F5,|/AFIG, ) x p(Fs,[F;5,AFIG, ). (5.8)
The probability of failure of the camera only is:
p(PTFIAFIG, , ) = p(Eg.. Fiz )- (5.9)
The probability of failure of the spectrometer only is:
p(PTF2JAFIG, , ) = p(Es:- Fisz) - (5.10)

Assume that the project manager considers a mission with only a working camera $0%
successful, and a mission with only a working spectrometer 40% successful. Also assume
that the probability of failure of the minimum-cost components are:

p(Fs|AFIG, ) = 0.1 (5.11)
p(FlAFIG, ) = 0.5 (5.12)
ingle-string) with "perfect” warnin m (WS )

Table 5.1 shows the probabilities of the failure modes for the subsystems in AFIG,
assuming that all basic event failures are independent.

Table 5.1- Case 3: Probability of Failure Modes,
Configuration 1, WS,

ﬁlbsystem P(FM.I AﬂG:.m)
Launch 0.1
Vehicle

Communications 0.1
Subsystem

Spacecraft 0.01
Instruments 0.05
Package

Repeating the optimization process of previous cases, we consider possible reductions of
the probability of technical failure given investments in improvements above the minimum
or cheapest components, using the data provided in Table 5.2.
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Table 5.2- Case 3: Effects of Investment on
Reinforcement of ConfigLuration 1, WS,

"Subsystem/ Component Investment | Reduction
Factor
Launch Vehicle n.a. n.a.
Communications Subsystem $12M 10
Spacecraft — $10M 10
Camera (IS 1) $10M 10
(Igr;)ma Ray Spectrometer $10M 10

Figure 5.4 shows the optimal investment in each subsystem for various levels of
investment for configuration 1. Figure 5.5 shows the effect of various levels of investment
on the probability of technical failure, the partial failure of the camera (PTF1), and the
partial failure of the spectrometer (PTF2) for configuration 1. The initial increase in the
probability of the partial technical failure of the camera is a result of reinforcing the
spectrometer to reduce the probability of total failure of the instrument package and
specifically the partial failure of the spectrometer. Reinforcement of the spectrometer
results in a shift of the probability of failure of the instrument package from a total technical
failure to a partial technical failure of just the camera. From Figure 5.4, for investments
greater than $4 million, a portion of that amount is spent for the reinforcement of the
camera, and the probability of partial technical failure of the camera decreases. Figure 5.6
shows the optimal investment in each subsystem for various levels of investment for
configuration 2, and Figure 5.7 shows the effect of various levels of investment on the
probability of technical failure, the partial failure of the camera (PTF1), and the partial
failure of the spectrometer (PTF2) for configuration 2.
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Step 2.1 For each technical design alternative, construct development problem scenarios
and possible risk mitigation responses.

The problems and mitigation solutions previously identified remain the same. In this case,
we consider the alternative mitigation strategy to substitute a spare (thus incurring no cost
in terms of budget or time for a late instrument). Table 5.3 shows the potential problems
and risk mitigation alternatives for configuration 1. Table 5.4 shows the corresponding
data for configuration 2.

Table 5.3- Case 3: Management Risk Data for Configuration 1, WS,

Potential Probability | Mitigation Mitigation Other
Problems Alt. 1 Alternative 2 Mitigation
conditional on (Solve Alt.
technical design with $) (Cost)  (Sch.)
procurement 0.4 — $5M $3M 1 mo. n.a.
~prob. (modem)
software 0.2 —$5M | $3M  1mo. | simplify
problem software
communications 0.3 “$3M $2M 0.5 mo. n.a.
integration prob.
insufficient test 0.5 $3M | $1.oM 1 mo. reduce
personnel testing
late camera 0.2 $3M $1.5M 1 mo. | substtute
delivery spare . -
instrument power 0.1 BM | $I5M 1 mo. n.a.
problems
spacecraft mass 0.1 $3M | $2M 1 mo. n.a.
problems
Unknown 0.5 $5M | $33M 1 mo. n.a.
problems
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Table 5.4- Case 3: Management Risk Data for Configuration 2, WS,

Potential Problems | Probability | Mitigation Mitigation Other
conditional on Alt 1 Alternative 2 Mitigation
technical design Alt.
(Solve (Cost)  (Sch.)
with $)
procurement prob. 0.4 5 M $3M 1 mo. n.a.
(modem)
software 0.2 M $3M  1mo. | simplify
problem software
communications 0.6 M | $3M 0.5 mo. n.a.
integration problem
insufficient test 0.5 $3M | $1.5M 1mo. | reduce
personnel testing
Tate camera delivery 0.2 $3M | $1.5M 1 mo. | substtute
spare. .
instrument power 0.1 “$3M | $1.5M 1 mo. n.a.
problems
spacecraft mass 0.1 ~ $3M $2M 1 mo. n.a.
problems
Unknown 0.5 ~ M $3M 1 mo. n.a.
problems

Step 2.2 Resolve the decision tree to determine the probability of each scenario £.
Completed by decision tree resolution (using Precision Tree software) [Palisade
Corporation, 1997].

Step 2.3 Determine the outcome for each scenario, conditional on the optimal sequence of
risk management options.

Completed by decision tree resolution (using Precision Tree software) [Palisade
Corporation, 1997].

Step 2.4 For each design alternative, determine the probability of management failure and
the probability of partial management failure given the corresponding reserves and the
optimal mitigation strategy determined above.

Allowing management to switch instruments if it helps avoid cost and schedule overruns
results in the probabilities of total and partial management failures shown in Figure 5.8. As
the probability of total management failure decreases, the probability of partial management
failure initially increases. The reason for this initial increase is that with too few reserves,
even a descope can not prevent total management failure. With reserves of $6 million, the
project can avoid a total management failure with probability 0.06 by substituting the spare
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instrument. As reserves increase beyond $6 million and the probability of management
failure declines, the descope alternative becomes less necessary.

0.6 1

Probability of Failure
=)
(V]

10 15 20 25
Reserves ($M)

------ Config. 1- MF Config. 2- MF
———-Config. 1- PMF ==—=Config. 2- PMF

Figure 5.8- Case 3: Probability of Management and Partial Management
Failure as a Function of the Reserve Allocation for
Configurations 1 and 2, WS,

(=
W

Step 3.1 For each alternative, AFIG,,, and the corresponding remaining budget reserve,
compute the overall expected failure cost.

Assume the following costs of failure:
e C(TF)=$150M
e CMP)=$150M
e C(PMF)=$90M
e C(PTF1)=$90M
e C(PTF2)=%30M
e C(PMF,PTF1) = $90M
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e C(PMF,PTF2) =$90 M

These costs of failure represent the decision maker’s preferences for a partial failure versus
a total failure of the mission.

Table 5.5 shows the results of optimal design choices for configuration 1. The best
technical design alternative for configuration 1 (i.e., the lowest achievable expected cost of
failure) is obtained by spending $133 million on development and keeping $15 million in
reserves. Table 5.6 shows the results of optimal design choices for configuration 2. The
best technical design alternative for configuration 2 is obtained by spending $134 million
on development and keeping $14 million in reserves. The development costs in both tables
include $1 million for the project risk analysis.

Table 5.5- Case 3: Design Alternatives for Configuration 1, WS,
(Total Available Budget = $148M + $2M for WS))

_ﬁevelop- p(TF') p(PTF1) | p(PTF2) ~Reserves | p(MF) | p(PMF) | E(Cost of

ment ™M) Failure)
M) ($M)
— $138 | 0.152 | 0.042 0.141 $10 0.120 | 0.044 475 |
— $137 0.155 | 0.045 0.151 $11 0.094 | 0.030 442
[ $136 0.159 | 0.047 0.161 $12 0.038 | 0.016 37.5

— $135 0.164 | 0.050 0.173 $13 0.038 | 0.016 38.5
[ $134 0.169 | 0.053 0.184 $14 0.019 | 0015 37.3
0.1741] 0.056 | 0.197 | $15 |0.010] 0.006 36.8
332 0.180 | 0.059 0.210 $16 0.010 | 0.006 38.1
 $131 0.186 | 0.062 0225 | %17 0.002 | 0.003 38.4
[ $130 0.193 | 0.065 0.240 $18 0.001 | 0.002 39.7

Table 5.6- Case 3: Design Alternatives for Configuration 2, WS,
(Total Available Budget =$148M + $2M for WS,)

"Develop- | p(1E) | P(PIEL) | p(PIE2) | Reserves | p(MF) | p(PMF) ~E(Cost of |
ment ™M) Failure)
™) ($M)

—$140 | 0.122 | 0.036 0.117 38 0.424 | 0.037 79.5

— $139 | 0.123 | 0.040 0.131 $9 0.236 | 0.044 57.5

—$138 | 0.125 | 0.043 0.146 $10 0.236 | 0.044 58.2

—$137 | 0.127 | 0.048 0.163 $11 0.164 | 0.052 51.1

—$136 | 0.129 | 0.052 | 0.182 $12 | 0.128 | 0.022 | 45.5

—$135 | 0.132 | 0.057 | 0202 313 0.128 | 0.022 46.6

—$134 [0.135] 0.062 | 0.224 | $14 | 0.043 | 0.024 | 38.1 |

—$133 | 0.140 | 0.066 0.249 315 0.041 | 0.017 38.9

—$132 | 0.146 | 0.068 0.284 $16 0.032 | 0.019 39.7 |

— $131 0.153 | 0.060 0.357 $17 | 0.015 | 0.006 38.8
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The recommendation for this illustration is to choose the single-string system, invest $133
million in development and keep $15 million in reserves. The development includes
investments above the minimum of $2.8 million in the communications system, $1.5 in
instrument 1 (camera), and $3.7 million in instrument 2 (spectrometer).

The shift to the single-string design results from the additional penalty for a partial technical
failure from the failure of an instrument. Compare this preferred alternative to the optimal
design alternative for configuration 2 in Case 2 (with the equivalent warning system).
Without partial failures, the preferred alternative was configuration 2 with an investment of
$131 million in development and $17 million in reserves (Table 4.2). With partial failures,
the best alternative for configuration 2 shifts an additional $3 million from the reserve
budget to the development budget. Because these additional resources are required to
reinforce the instrument package, configuration 1, the simpler single-string design is
preferred.

5.4 Summary for Case 3

Case 3 introduced several additional failure states into the PPRM model. These partial
failures can be both managerial (e.g., descoping a project) and technical (failure of some
component only). To account for these partial failure states, the decision maker needs to
provide his preferences for how much of a "failure" is a partial failure. If the cost impact of
the partial failure state is significant, as was the case in the illustration for the loss of the
camera, partial failures can affect the preferred alternative by shifting budget resources to
development in order to strengthen the design.
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CHAPTER 6
Case 4- Dependent Projects in a Program

6.1 Introduction to the PPRM Model for Dependent Projects in a Program
In programs, the results of earlier projects can influence the development and success of
subsequent projects, and thus managers of one project should consider the impacts of their
decisions on future projects. Case 4 is an extension of the previous cases to analyze a
program of two projects. The decisions of the manager of project 1 are based on an
optimal allocation of the available resources above the minimum cost for each possible
configuration. The resources are allocated among reserves, testing and reviews, and
development, to determine the optimal design alternative, budget reserves, and
corresponding level of waming system, while considering the impact of the possible
outcomes of project 1 on project 2. These management decisions are represented in Figure
6.1.

CASE 4- Dependent projects in a program

e Bl H
L 4 L L
Risk Designand Review and Reserves Risk Design and Review and Reserves
Analysis  Development  Testing Analysis Development Testing

Budget Budget Budget Budget Budget Budget

Figure 6.1- Case 4: Management Decisions for Dependent
Projects in a Program

The three steps of the PPRM model described in previous chapters are still applicable but
must be applied to both of the projects in the program. Specifically, the process is to:
¢ Optimize project 2 conditional on the possible failure states of project 1, and

¢ Optimize project 1 with additional penalty costs that reflect the additional costs
incurred by project 2 in the case of project 1 failure.

Examples of additional penalty costs to project 1 may include: (1) the costs that project 2
incurs if project 1 fails to develop a new technology component, (2) the costs that project 2
incurs if project 1 fails, and project 2 must redesign a dependent (e.g., communications)
subsystem, and (3) the costs of failure of project 2 if it is canceled because of the failure of
project 1.
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The outputs of the PPRM model for Case 4 are (1) the recommended functional design
configuration and components for projects 1 and 2, and (2) the development budget and
corresponding reserve budget for each project. Section 6.2 describes the revisions to the
PPRM model for examining programs of projects, and Section 6.3 provides an illustration
of the program model.

6.2 Program Model Description
The following is a summary of the three steps in the PPRM model described in previous

chapters:

STEP 1: Develop and optimize all feasible technical design alternatives over
the range of potential project development budgets to minimize each
alternative's probability of technical failure.

STEP 2: For each technical design alternative, optimize the strategy to
reduce management risks over the range of potential reserve budgets, where

the strategy is determined by:
- the potential management problems that could occur for each technical

design alternative, and
- potential mitigation actions for each management problem.

STEP 3: Determine the optimal technical design alternative and budget
reserve based on the lowest overall expected failure cost given the optimal
management risk strategies for that design.

First, the three sequential optimization steps are applied to project 2 conditional on the
possible failure states of project 1. The PPRM model quantifies the impact on project 2 of

a project 1 failure. Then, the three sequential optimization steps are applied to project 1
with the project 2 penalty costs added to the cost of each failure state for project 1.

82

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyannwy.manaraa.com



6.3 Illustration of PPRM Model for a Program of Two Projects

Consider project 2 first. Assume for example, that project 2 is a small lander mission with
a budget of $120 million (including the launch vehicle) and a schedule duration of 3 years.
The lander has one toxicology instrument to check the surface for potential human hazards.
With only one instrument, we assume that no partial technical failure states exist. Also,
assume that a "perfect” warning system is available for $1 million and is desired for project
2.

STEP 1: Optimi hnical desien alternativ.
Step 1.1 Identify the spacecraft functions given the scope of the mission.
The spacecraft functional block diagram is shown in Figure 6.2.

| Launch }—|Communications ({ Power | | Spacecraft |—| fo -
Vehicle Subsystem Subsystem Other struments

Figure 6.2- Case 4: Project 2 Spacecraft Functional Block Diagram

Step 1.2 Identify the set of functional configurations. Define this set FIG = (FIG,, ...
FIG,,...}.

Two functional configurations are considered. Figure 6.3 shows configuration 1, a single-
string design, and Figure 6.4 shows configuration 2, involving a redundant power

subsystem.
Launch . Power Spacecraft
—| venicie —“%‘L'{)‘;j"‘s‘:;ﬁa?(‘:’;)s — Subsystem Other |~ Inslmmm“i‘
(LV) (PS) (SO ds)

Figure 6.3- Case 4: Project 2, Single-string design, z = 1

Batteries #1
(PS1)
Launch N Spacecraft
~| Vehicle [ (S:::::ns r;;::ﬁa(tgsn)s Other — | Instruments [+
V) Batteries #2 (SO (IS)
(PS2)

Figure 6.4- Case 4: Project 2, Spacecraft with
Redundant Communications System, z = 2
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Step 1.3 Define AFIG as the set of functional configurations and associated components.
AFIG = {AFIG,, ... AFIG,,,...}

Step 14 For each functional configuration, determine AFIG, ., the lowest-cost alternative.
Assume Cost(AFIG, ,;,) = $100 million
Cost(AFIG,,,;,) = $105 million

Step 1.5 Fix the risk analysis budget and the schedule allocation.

The risk analysis budget for project 2 is assumed to be $0 because the risk analysis of
project 2 is performed as part of the project 1 analysis. Development schedule is 34
months with 2 months of schedule reserves.

Step 1.6 Determine the feasible subset of {(AFIG,,,}.
Both configuration 1 and configuration 2 are feasible.

Step 1.7 For each feasible functional configuration, vary the amount allocated t
development and compute the resulting budget surplus as follows:

Budget surplus = Portion of Budget Allocated to Design - (6.1)
Cost of Risk Analysis - Cost(AFIG, ) - Cost of Warning System

$0 < Budget surplus for configuration 1 < $19 million
$0 < Budget surplus for configuration 2 < $14 million

Step 1.8 Use a PRA model of the configuration and the Karush-Kuhn-Tucker algorithm to
optimize the design based on the cost of improvements, the budget surplus, and associated
contributions to the reduction of technical risk : p(TF|AFIG,,).

le-strin roject 2
Table 6.1 shows the probabilities of the failure modes for the subsystems in AFIG, .,
assuming that all basic event failures are independent.
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Table 6.1- Case 4: Probability of Failure Modes,
Project 2, Configuration 1

Subsystem p(FM, AF[GLM)
Launch 0.1
Vehicle
Communications 0.05
Subsystem
Spacecraft 0.1
Instruments 0.05
Packzﬁe

The probability of technical failure for the lowest-cost design for project 2, configuration 1
is:
p(TFIAFIGl.min’ st) = 1 min ?

p(FM,|AFIG, ,,, WS,) - "doubles” + .

(6.2)

se{LV,CS,PS,SC,IS}

= 0.279
Repeating the optimization process of previous cases, we consider possible reductions of
the probability of technical failure given investments in improvements above the minimum
or cheapest components, using the data provided in Table 6.2. Figure 6.5 shows on one y-
axis, the optimal investment in each subsystem for various levels of investment, and on the
second y-axis, the effect of various levels of investment on the probability of technical
failure for the system.

Table 6.2- Case 4: Effects of Investment on
Reinforcement of Project 2, Configuration 1

"Subsystem/ Component Investment | Reduction
Factor
Launch Vehicle n.a. n.a.
Communications Subsystem $12M 10
Power Subsystem $5M 10
Spacecraft $10M 10
Instruments Package $10M 10
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Table 6.3 shows the probabilities of the failure modes for the subsystems in AFIG, .,
assurning that all basic event failures are independent.

Table 6.3- Case 4: Probability of Failure Modes,
Project 2, Configuration 2

Subsysteny/ Subsystem Failure
Component p(FM, I AFIG, .. )
Launch 0.1
Vehicle
Communications 0.05
Subsystem

P(FpsxlAFIGz.mm) X

Power Subsystem
P(FpszlppsuAFIGz.mm) =

0.1x0.1=0.01
Spacecraft 0.01
Instruments 0.05

Packa&s

Repeating the optimization process for project 2, configuration 2, we consider possible
reductions of the probability of technical failure given investments in improvements above
the minimum or cheapest components, using the data provided in Table 6.4. Figure 6.6
shows on one y-axis, the optimal investment in each subsystem for various levels of
investment, and on the second y-axis, the effect of various levels of investment on the

probability of technical failure for the system.

Table 6.4- Case 4: Effects of Investment on
Reinforcement of Project 2, Configuration 2

"Subsystem/ Component Investment | Reduction
Factor
Launch Vehicle n.a. n.a.
Communications Subsystem $12M 10
Power Component 1 5 M 10
Power Component 2 5 M 10
Spacecraft — $10M 10
Instruments Package ~$10M 10
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Step 2.1 For each technical design alternative, construct development problem scenarios
and possible risk mitigation responses.

Assume that aside from the additional cost of the redundant power system, there are no
foreseeable additional management problems. Also, because of the design, there are no
Table 6.5 shows the potential

problems and risk mitigation alternatives for project 2 assuming no failure in project 1.

potential “descopes” or partial management failures.

Table 6.5- Case 4: Management Risk Data for Project 2
(Assuming No Failure in Project 1)

Potential Problems | Probability | Mitigation Mitigation Alternative 2 Other
(Risks) conditional on Altemnative 1 Mitigation
technical design (Solve only (Cost (Schedule Alternatives
with $) Component) Component)
components failure 0.3 $SM 3 M 1 mo. n.a.
thermal test
inadequate spares 0.6 $SM $3M 1 mo. n.a.
available
electrical interface 0.7 $3M 2M 0.5 mo. n.a.
problems
insufficient 0.5 $3M SIS M 1 mo. n.a.
assembly/test
personnel
unknowns 0.5 $5 M $3 M 1 mo. n.a.

Step 2.2 Resolve the decision tree to determine the probability of each scenario £.
Completed by decision tree resolution (using Precision Tree software) [Palisade
Corporation, 1997].

Step 2.3 Determine the outcome for each scenario, conditional on the optimal sequence of

risk management options.
Completed by decision tree resolution (using Precision Tree software) [Palisade

Corporation, 1997].
Step 24 For each design alternative, determine the probability of management failure
given the corresponding reserves and the optimal mitigation strategy determined above.

Assuming no failures in project 1, Figure 6.7 shows the probability of management failure
for project 2 as a function of the project 2 reserve allocation.
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Steps 2.1 through 2.4 are repeated conditional on the various failure states of project 1.
Assume:

(1) if project 1 descopes the development of the camera technology (PMF), project 2 must
spend $5 million of its reserves on the technology,

(2) if the camera of project 1 fails (PTF1), project 2 must spend $6 million of its reserves
on additional analysis to select the landing site,

(3) if project 1 fails completely (either TF or MF) then project 2 must spend an additional
$10 million of its reserves on a different transmitter to relay data (assuming that both
components are equally reliable).

For each of these failure scenarios, the probability of management failure is determined as a
function of the available reserves as shown in Figure 6.7. For example, since a partial
management failure of project 1 requires $5 million in reserves from project 2, the
management failure of project 2 if its reserves are less than $5 million is certain. As the
reserves of project 2 increase beyond the minimum required to resolve the problem
resulting from the failure of project 1, the probability of management failure decreases.

0.7 -
-]

0 . . ‘
0 2 4 6 8 10 12 14 16 18 20
Reserves ($M)
w——Project 1: no failure Project 1: PMF
------ Project 1: PTF1 —~—-Project 1: TF or MF

Figure 6.7- Case 4: Probability of Management Failure for Project 2 as a
Function of the Reserve Allocation and the Failure Scenario of Project 1
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Step 3.1 For each alternative, AFIG
compute the overall expected failure cost:

E(AFIG, ) = C(MF) x p(MFIAFIG, ) + C(TF) x p(TFIAFIG, ). (6.3)

and the corresponding remaining budget reserve,

w

Assume that the Cost(TF) is $120, and that the Cost(MF) is $120

Step 3.2 Determine the optimal technical design alternative.

The optimal design and reserve management strategy for project 2 is conditional on the
outcome of Project 1. Table 6.6 shows the optimal technical design alternative conditional
on the outcome of Project 1. The cost penalty is the difference between the expected cost
of failure of project 2 conditional on the outcome state of project 1.

Table 6.6- Case 4: Optimal Technical Design Alternatives for Project 2
Conditional on the Outcome State of Project 1

Config. Develop. | p(1F) | Reserves | p(MF) | E(Cost of | Penalty
M) M) Failure)
(M)
No Failure- 1 $107 0.19 $12 0.000 22.8
Project 1 2 $107 0.19 $12 0.000 22.8 |
PMF- 1 $105 0.20 $14 0.063 30.0 M |
| Project 1 2 $105_| 020 | %14 [0.063 | 30.0
PIF1- 1 $104 0.21 $15 0.063 31.2 M
| Project 1 2 $105_| 020 | $14 [ 0.153 [ 39.0
TE/MF- 1 $100 0.28 $19 0.063 39.0 16 M
Project 1 2 $105 0.20 $14 0.639 85.5

Project 1 with Penalties
Consider now the management of project 1 with the additional penalties associated with the
potential effects of project 1 on the performance of project 2.

Assume unchanged from Case 3.

imiz r ri

Assume unchanged from Case 3.
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3.1 For each alternative, AFIG,,, and the corresponding remaining budget reserve,
compute the overall expected failure cost including the additional penalties from project 2

for failure in project 1.

Assume the following costs of failure:
e C(TF)=$166 M ($150 M + $16 M)
e CMF)=3%$166M (3150 M +$16 M)
e C(PMF)=$97TM ($90M +$7 M)
e C(PTF1)=$98 M ($90 M + $8 M)
e C(PTF2)=$%30M
e C(PMF,PTF1)=$105M ($90 M + $15 M)
e C(PMF,PTF2)=$%97 M (390 M + $7 M)

Table 6.7 shows the results of optimal design choices for configuration 1. The best
technical design alternative for configuration 1 (i.e., the lowest achievable expected cost of
failure) is obtained by spending $133 million on development and keeping $15 million in
reserves. Table 6.8 shows results of optimal the design choices for configuration 2. The
best technical design alternative for configuration 2 is obtained by spending $134 million
on development and keeping $14 million in reserves. The development costs in both tables

include $1 million for the project(s) risk analysis.

Table 6.7- Case 4: Design Alternatives for Project 1, Configuration 1, WS,
with Additional Program Penalties
(Total Available Budget = $148M + $2M for WS)) |
Develop- | p(TF) | p(PTF1) | p(PTF2) | Reserves p(MF) | p(PMF) | E(Cost of
ment M) Failure)
M) . ($M)
5138 0.152 | 0.042 0.141 ~$10 0.120 | 0.044 52.1
— $137 | 0.155 | 0.045 0.151 | 11 0.094 | 0.030 43.4
—$136 ] 0.150 | 0.047 | 0.161 | $12 | 0.038 | 0.016 | 410
—$135 | 0.164 | 0.050 0.173 $13 0.038 | 0.016 22.1
—%134 ] 0.169 | 0.053 | 0.184_| $14 | 0.019 | 0.015 | 40.7 |
—$133 | 0.174] 0.056 | 0.197 $15 | 0.010] 0.006 | 40.1 |
—$132 | 0.180°] 0.059 | 0210 | %16 | 0.010 | 0.006 | 41.5
| $131 0.186 | 0.062 0.225 $17 | 0.002 | 0.003 41.8
$130 | 0.193 | 0.065 0.240 | 318 0.001 | 0.002 43.3
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Table 6.8- Case 4: Design Alternatives for Project 1, Configuration 2, WS,
with Additional Program Penalties
(Total Available Budget = $i48M + $2M for WS))

TDevelop- | p(IF) | p(PTF1) | p(PIF2) | Reserves| p(MF) | 'L_p(PMF"T) "E(Cost of |
tI(l;lll)t ™M) Failure)
I 3140 [0.122 | 0.036 0.117 $8 0.424 | 0.037 | 87.7 |
— $139_| 0.123 | 0.040 | 0.131 $9 [ 0236 | 0.044 | 633
— $138 | 0.125 | 0.043 0.146 $10 | 0.236 | 0.044 64.0
— $137 | 0.127 | 0.048 0.163 $11 0.164 | 0.052 56.0
— $136 ] 0.120 | 0.052 0.182 $12 | 0.128 | 0.022 49.8
— $135 | 0.132 | 0.057 0.202 $13 0.128 | 0.022 | 51.0
3134 [0.135] 0.062 | 0.224 | $i4 [0.043]0.024 | 41.5 |
— $133 | 0.140 | 0.066 0.249 $15 0.041 | 0.017 423 |
—$132 | 0.146 | 0.068 | 0284 | $i6 | 0.032 [ 0.019 | 43.1
— $131 | 0.153 | 0.060 0.357 $17 0.015 | 0.006 41.9

The recommendation is to choose the single-string configuration, spend $133 million in
development ($2.8 million in the communications system, $1.5 in instrument 1 (camera),
and $3.7 million in instrument 2), and retain $15 million in reserves to mitigate potential
problems. The expected cost of failure of the optimal alternative increases from $36.8
million to $40.1 million when the potential failure effects of project 2 are included (Table
5.5 and Table 6.7).

What if a technical failure of project 1 is discovered too late to change project 2, and
therefore if project 1 experienced a technical failure such that project 2 would also be
considered a failure?

Assume the following costs of failure:
e C(TF)=3$270 M ($150 M + $120 M)
e CMF)=%$166 M ($150 M +$16 M)
e C(PMF)=$97M ($90M +$7 M)
e C(PTF1)=$98 M ($90 M + $8 M)
e C(PTF2)=%$30M
e C(PMF,PTF1) =$105 M ($90 M + $15 M)
o C(PMF,PTF2) =$97 M ($90 M +$7 M)

Table 6.9 shows the results of optimal design choices for configuration 1. The best
technical design alternative for configuration 1 (i.e., the lowest achievable expected cost of
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failure) is obtained by spending $134 million on development and keeping $14 million in
reserves. Table 6.10 shows the results of optimal design choices for configuration 2. The
best technical design alternative for configuration 2 is obtained by spending $134 million
on development and keeping $14 million in reserves. The development costs in both tables
include $1 million for the project(s) risk analysis.

Table 6.9- Design Alternatives for Project 1, Configuration 1, WS, with
Large Program Penalties for Technical Failure

. (Total Available Budget =$148M + $2M for WS))
Develop- | p(TF) | p(PTF1) | p(PT F2) | Reserves | p(MF) | p(PMF) E(ffost of

ment ™M) Failure)
™M) ($M)

$138 0.152 | 0.0a2 | 0.141 ~$10 0.120 | 0.044 65.9

— $137 | 0.155 | 0.045 0.151 $11 0.094 | 0.030 63.0
§136_ | 0.150 | 0.047 0.161 $12 0.038 | 0.016 569 |

5135 | 0.164 | 0.050 0.173 $13 0.038 | 0.016 58.5

— $134 _[0.169 | 0.053 | 0.184 $14 [ 0.019] 0.015 | 57.9 |
$133 | 0.174 | 0.056 0.197 $15 0.010 | 0.006 58.0
$132 | 0.180 | 0.059 0.210 $16 0.010 | 0.006 60.0
$131 0.186 | 0.062 0.225 $17 0.002 | 0.003 61.1
$130 | 0.193 | 0.065 0.240 $18 0.001 | 0.002 63.3

Table 6.10- Design Alternatives for Project 1, Configuration 2, WS, with
Large Program Penalties for Technical Failure

_ (Total Available Budget = $148M + $2M for WS,)

Develop- | p(TF) | p(PTF1) | p(PTF2) | Reserves p(MF) | p(PMF) | E(Cost of

ment M) Failure)
M) _ - (SM)

$140 0.122 0.036 0.117 38 0.424 1 0.037 95.0

$139 0.123 0.040 0.131 $9 0.236 | 0.044 73.1

— $138 | 0.125 | 0.043 0.146 $10 0.236 | 0.044 73.9 |
$137 | 0.127 | 0.048 0.163 $11 0.164 | 0.052 67.0 |
$136 | 0.120 | 0.052 | 0.182 | 312 [ 0128 | 0.022 ] 6L.>

— $135 | 0.132 | 0.057 0.20 313 0.128 | 0.022 62.9
—$134 ]0.135] 0.062 | 0.224 | $i4 [0.043 ] 0.024 | 54.
— $133 | 0.140 | 0.066 0.249 315 0.041 | 0.017 56
[ $132_ | 0.146 | 0.068 0284 | $16_ 0032 | 0019 | 57.7
— $131 | 0.153 | 0.060 0.357 $17 | 0.015 | 0.006 57.6

The recommendation is to choose the partially redundant configuration, spend $134 million
in development and retain $14 million in reserves to mitigate potential problems. The
expected cost of failure of the optimal alternative for project 1 increases from $36.8 million
to $54.9 million when the potential failure effects on project 2 are included.
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With the large penalty costs assigned to a technical failure of project 1, the preferred
alternative shifts from configuration 1 to configuration 2. Configuration 2 is preferred
because for the equivalent $134 million development budget, the probability of technical
failure is lower in the partially redundant system. Therefore, here, considering the effects
of failures of project 1 on project 2 does affect the management of project 1.

6.4 Summary for Case 4

Case 4 extended the PPRM model to quantify the dependencies among projects in a
program. The dependencies are represented by a penalty cost added to the cost of failure of
the first project. This penalty cost is the amount of additional costs that a future project can
incur because of the failure of the first project. As was shown in the illustration, the
dependencies among projects and the associated magnitude of possible penalty costs can
influence the preferred technical design alternative for the initial project (project 1) because
it can affect the performance of project 2.
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CHAPTER 7

Recommendations, Conclusions and Future Research

7.1 Research Summary

In order to structure and manage programs of interdependent projects effectively, managers
must: 1) divide the resources into project budgets and reserves, 2) manage the project
resources to maximize technical reliability, and 3) manage the reserves to minimize
management failures while considering the dependencies among projects. In the absence of
a formal means for quantifying and modeling potential risk tradeoffs, decision makers may
not optimally allocate the resources available. This research provides a mathematical
framework for addressing this problem.

The PPRM model is a sequence of three optimization steps. The first step develops and
optimizes feasible technical design alternatives over the range of potential budgets to
minimize each alternative's probability of technical failure. The second step identifies
potential management risks associated with each alternative and optimizes the risk
mitigation strategy as a function of the budget reserve. The third step determines the
optimal technical design altemative and the budget reserve based on the lowest overall
failure cost considering both technical and management failure.

The PPRM model was presented and illustrated for a series of cases. First, the model
identified, for one project, the optimal design configuration, choice of components, and
budget reserves. The illustration of this case demonstrated that even for tightly constrained
projects, single-string systems are not always better. Specifically, if significant investment
is required to make a single-string design sufficiently reliable, a partially redundant system
may be preferable.

Second, the model considered the same decisions in conjunction with the optimal level of
testing and reviews (“warning systems"). The illustration of this case showed that
investment in a reliable warning system is important if significant failure risks exist from
undetected problems in the system. There is a point, however, when the costs of a more
reliable warning system are too large, and the money could be better spent reinforcing the
system or solving management problems.
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Third, the model considered the same decisions for one project, but also included the
possibility of partial failures. An important input to the illustration for this case was how
much of a “failure” was a partial failure in the managers' opinion. The illustration
demonstrated that if the cost impact of the partial failure states was significant, the preferred
alternative could change as budget resources are shifted to development in order to further
reinforce the design against partial failures.

Finally, the model examined the management of one project when the outcome of that
project can affect the performance of other projects in the program. The illustration of this
case showed that the magnitude of the dependencies among the projects can influence the
preferred technical design alternative for the first project.

The primary contribution of this research is the development of a decision support model to
analyze interdependent projects within programs, explicitly including the probabilities and
consequences of technical and management failures. The model is intended to improve
both the design process for the physical system and the management of the resource
reserves to maximize the decision maker’s expected utility for the outcome(s) of a whole
program. While the utlity function used in the illustrations approximates the decision
maker’s preferences for mission outcomes by the expected costs of failure of the mission,
any utility function that includes both managerial and technical success can be incorporated
in the model.

The illustrations in this dissertation focused on space missions, however, the PPRM model
has much broader applicability. Important characteristics of potential areas of application
include projects developed with tightly constrained resources and dependencies among
projects in a program. An interesting field may be the semiconductor industry where the
development schedules are fast and the dependencies between the next chip design and the

previous one are large.

The model and illustrations presented in this dissertation were implemented with two
commercial software packages: Palisade Corporation’s Precision Tree and Microsoft’s
Excel. Precision Tree is a decision analysis software package that is an “add-in” to
Microsoft’s Excel. The Excel solver tool was used to optimize the investments in the
technical design. Precision Tree was used to solve the decision trees required to determine
the optimal risk mitigation strategy, and Excel was used to quantify the lowest achievable
expected cost of failure for each alternative. In order to implement this model in a real
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situation, additional probabilistic risk analysis modeling tools may be necessary to quantify
the functional relationship between investment in the components and subsystems and the
probability of technical failure for the system.

In [Madden, 1996], one of the lessons leamned from previous NASA projects is that: “The
seeds of problems are laid down early. Initial planning is the most vital part of a project.
The review of most failed projects or project problems indicate the disasters were well
planned to happen from the start.” Using the forward-looking PPRM model can help
project managers to follow a systematic approach, considering in the planning phase of a
program all risks, alternatives and interactions among projects, thus anticipating and
hopefully preventing possible failures.

7.2 Conclusions and Recommendations for Structuring and Managing
Programs of Projects

In conclusion, the PPRM model developed in this dissertation provides the decision maker
with a formal approach to implement each of the following recommendations.

Consider the value of the risk analysis before investing considerable resources.

The PPRM model as described in this dissertation requires a technical probabilistic risk
analysis (PRA) model and additional analysis of the potential management risks. This
detailed analysis may be helpful if the problem is complex, if the risks involve potentally
high consequences, or if the public is particularly sensitive to the situation (e.g., problems
involving nuclear fuel). This analysis has positive value if the resulting improvements to
the design of the system when compared to an experience-based design, reduce the
expected cost of mission failure by more than the cost of the analysis. Clearly, in resource-
constrained projects, time and money should be spent only on analyses that have positive
value.

Don'’t plan and manage dependent projects independently. The most important reason for
modeling a program is to analyze the potential dependencies among the projects.
Understanding which risks have the greatest impact on other projects represents important
information in the decision making process. Resource allocation and risk mitigation
decisions for each project should be made to minimize both the technical and management
risks for all projects in a program.
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Don't set arbitrary constraints without careful consideration of their effects on the
performance of the project and the whole program. An additional $1 million on a $200
million project may add significant benefit to the value of the mission or the reduction of
risks. Decision makers can use the PPRM model to examine the shadow “risk cost”
associated with the budget constraint, and develop supportive evidence to justify any
requests for increases in the project resources.

Adjust the scope of the project to the budget and schedule constraints. Determine the
optimal size of the project based on the resources, avoid project requirements "creep,” and
don't change the scope midstream. Determine the optimal scope based on a trade-off
between the value of the mission and the level of project risk given the available resources.
Empirical analysis of past project show that adding scope and requirements after the design
and resource allocation have been optimized can significantly increase the probability of

project failure, in particular, management failure.

Reserves should be established based on careful consideration of all uncertainties. The
quantity of budget held in reserves is the primary factor in mitigating management risks.
Money held in reserves, however, is money that is not spent to design the system or
increase its reliability. Project managers should choose the optimal technical design
alternative to minimize the expected cost of failure (both technical and managerial) for the
project, and the amount of resources to allocate to budget reserves is an output of this

analysis.

Evaluate the decision to develop new technologies on a project considering the increase of
management risks involved. Don't develop new technologies within projects unless: (1)
there is some flexibility in resources, (2) the technology is mature enough so that the
uncertainties are acceptable, and (3) the timing of the funding and the level of reserves
reflect the uncertainty remaining in the development process. The PPRM model is useful in
modeling the management risks associated with new technology development within a
project, with the outcome of failed research and development defined as a partial

management failure.
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7.3 Limitations and Future Research Directions

While the framework presented in this dissertation is an important step in providing
decision support for managing programs of interdependent projects, it has clear limitations
in its current form.

Optimal allocation of schedule

In this dissertation, the focus was the optimal allocation of budget between the project
development and the reserves. The schedule reserve was considered a factor in the
probability of management failure, but the schedule allocation was not. Instead, the trade-
off between schedule and budget was accounted for on a case-by-case basis in the
identification of risk mitigation scenarios and the minimization of the probability of
management failure. This trade-off was based on a fixed schedule reserve. In order to
include the allocation of schedule in the PPRM model, the relationship between the
probability of technical failure and the development schedule needs to be defined. In future
work, the optimization of the technical design should depend on the schedule allocated to

development.

Allocation of resources among projects in a program

In this dissertation, we focused primarily on one project and examined how potential
project outcomes could affect other projects in a program. Future work should include the
capability to reallocate resources among projects in a program, similar to the shifting of
resources in a single project between development and reserves. This reallocation process
should rely on the shadow cost of the constraints to determine the optimal decision.

Reliance on expert opinion and use of previous test results

One unavoidable problem in the implementation of the PPRM model is that one often lacks
applicable statistical data that describe the project or program. Because the model relies on
the use of a PRA at an early stage in the system design, it is important to have access o
previous test data that can provide probabilities in that phase. Often, however, relevant test
data about potential problems and failure modes are not available. Data collection and
elicitation of expert opinions often proves to be the most time-consuming parts of the
analysis. Research is currently performed in the field of risk analysis to improve the use of
expert assessment in risk models [Keeney and von Winterfeldt, 1991, Hora and Iman,
1989, and USNRC, 1987]. Itis also important to improve the storage and retrieval of any
applicable data such as previous test results.
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This dissertation describes an approach for quantifying both technical and managerial risks
in interdependent projects within a program. By following such an approach, managers
can balance the tradeoffs between these risks. In the past, effective program management
has indeed been displayed for complex technical systems. The type of analytical tools
described here, however, can be a useful complement to experience and intuition. These
techniques can enable managers to explicitly examine tradeoff decisions critical to project
success.
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